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EXECUTIVE SUMMARY

ES.I. BIOFUELS POLICY OVERVIEW
Since 2000, the global biofuel supply has leapt from less than 20 billion to more than 
100 billion liters a year (Figure A). Biofuels now make up about 3 percent of global 
transportation energy use. This expansion has not been market driven—in general, 
biofuels remain more expensive than their fossil fuel alternatives—but led by government 
interventions (Table A), in particular, the Renewable Fuel Standard (RFS) in the United 
States and the Biofuel and Renewable Energy Directives in the European Union (EU). 
These policies have been put in place with three objectives in mind: reducing overall 
carbon dioxide emissions, improving energy security by diversifying supply, and sup-
porting rural incomes.
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Figure A. Global biofuel supply, 2000–2010

Source: International Energy Agency, 2010

While government policy has been successful in encouraging the widespread adoption 
of biofuels, it is less clear whether biofuels policies are fully delivering on the primary 
objectives. In particular, there has been extensive discussion in recent years about 
whether biofuels policies have delivered net greenhouse gas emissions reductions. U.S. 
and EU biofuel mandates may not currently be reducing carbon emissions. Scientific 
discussion is ongoing about certain questions in direct life cycle analysis, such as how 
to quantify the climate impact of nitrous oxide emissions from fertilized agriculture. 
Perhaps the most controversial debate, however, has been on the land use implications 
of biofuel mandates and the associated release of carbon into the atmosphere. Among 
the policies to promote biofuels shown in Table A, only those of the United States, 
California (which has been given license by the federal government to set its own rules), 
and the EU have established carbon intensity requirements and sought to characterize 
the indirect land use changes of those fuels.
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Table A. Global biofuel support policies in selected regions 

Jurisdiction Policy name Biofuel-related targets

European 
Union

Renewable Energy Directive 
(RED)

10 percent renewable energy in specified 
transport modes by 2020

Fuel Quality Directive (FQD) 6 percent reduction in fuel GHG emissions 
intensity by 2020 

United States Renewable Fuel Standard 
(RFS) 2 136 gigaliters (GL) per year of biofuels by 2022

California Low Carbon Fuel Standard 
(LCFS)

10 percent reduction in fuel GHG emissions 
intensity by 2020

China National plan

Ethanol: 3.8 GL/yr by 2010, 12.6 GL/yr by 
2020; Biodiesel: 337 megaliters (ML)/yr by 
2010, 2.3 GL/yr by 2020. 10 percent ethanol in 
10 provinces

India National Policy on Biofuels 10 percent biofuel blending by 2008, rising to 
20 percent by 2017 

Canada Renewable Fuel Standard
5 percent ethanol in gasoline by 2010; 2 
percent biodiesel in diesel and heating 
distillate oil by 2012

Mexico Law for the Promotion and 
Development of Bioenergetics

2 percent biofuels in Guadalajara by 2011 and 
in Monterrey and Mexico City by 2012

Japan Biomass Nippon Strategy 0.5 GL/yr by 2010; nominal targets of 2 GL/yr 
by 2020, 4 GL/yr by 2030

Australia
Energy Grants (Cleaner Fuels) 
Scheme; Ethanol Production 
Grants

350 ML/yr of biofuels by 2010

Brazil
Mandatory biodiesel 
requirement; Ethanol fuel 
program

5 percent biodiesel blend by 2010; 25 percent 
ethanol by 2007

ES.II. INDIRECT LAND USE CHANGE, AND INDIRECT LAND USE 
CHANGE MODELING
Often, people refer to biofuels as ‘carbon neutral’ even though the carbon emissions 
from vehicle tailpipes when using biofuels are the same as from fossil fuels. This notion 
of carbon neutrality is based on the idea that the carbon released in combustion when 
biofuels are used was sequestered recently from the atmosphere rather than freed 
up from stores of fossil carbon. However, this would be correct in practice only if the 
process of biofuels production did not itself cause any release of stored carbon. In 
reality, much of the biofuel supply chain is dependent on fossil fuels, and the process 
of cultivating biofuels requires land—land with carbon stored in soils and in biomass, 
which will sequester carbon naturally if left uncultivated. For biofuels to work as a 
climate change policy, the sum of the releases of stored carbon caused by biofuels 
production at every stage (from soils and biomass on cultivated land, from fuel 
burned by tractors and processing plants, and so forth) and any associated emissions 
of non-CO2 greenhouse gases (such as nitrous oxide released as a result of nitrogen 
fertilizer application) must be less than the carbon emitted by using fossil fuel gasoline 
and diesel. 
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Assessing the land use change emissions from biofuel policies is difficult because the 
crops used for biofuel feedstock do not necessarily come from the areas where land 
use change occurs. Biofuel mandates require either an increase in agricultural produc-
tion or a reduction in consumption of feedstocks by other sectors (a simple mass bal-
ance problem). If feedstock is made available because use of crops for food is reduced, 
there is no land use change problem but there is a conflict with food security. If, on the 
other hand, absolute levels of feedstock production rise, this will generally require an 
increase in land that is put to agricultural use. It may be that production from existing 
fields is used for biofuels and that new land is converted to fill the subsequent deficit 
in food supply—but, across the system as a whole, biofuels policy will have caused land 
use change. Because these changes can happen at some distance from the location of 
biofuel feedstock cultivation, they are referred to as indirect land use change (ILUC).

In the literature, it is common to draw a distinction between ‘direct’ and ‘indirect’ land 
use changes. A direct land use change is one that relates to an area where biofuel 
feedstock is physically grown. For instance, if a pasture area in the United States is 
replaced by corn, and that corn is used for ethanol production, that is a ‘direct’ land 
use change. Identifying a land use change as direct does not tell you about causation, 
that is it does not require that the reason for making the decision to farm additional 
area was increased corn demand for ethanol. When we talk about indirect land use 
change, on the other hand, the objective is to compare some ‘baseline’ of a world with 
less biofuel demand to a ‘scenario’ of a world with more biofuel demand, and consider 
how land uses have changed (or might change) across the whole system as a result. 
In the real world, researchers can use econometric analysis to investigate evidence for 
a causal link between demand and land use change. In models, the causation is built 
in by hypothesis—if the independent variable that changes from the baseline to the 
scenario in a model is biofuel demand, then resulting land use changes in the model 
must have been caused by the demand change. 

Indirect land use change is complicated. The supply chains for some agricultural 
commodities stretch halfway across the world; modern agricultural markets are linked 
so that there cannot be an increase in corn prices only in the United States; those price 
rises will be felt in Mexico, in South America, even in Asia, Europe, and Africa. As prices 
change, consumption shifts to other grains (wheat, rice, and so on), changing their 
prices as well. The reality of ILUC in response to increased biofuel demand is thou-
sands of commercial decisions being taken all through the supply chain and across 
the global market, driven by the interaction of prices, government policy, regulations, 
trade relationships, and market expectations. Added together, these decisions result 
in changes to agricultural commodity prices, changes in how much people eat and 
what they eat, changes to how much energy people use—and they ultimately expand 
the agricultural frontier. Modeling ILUC is a process of outlining a scenario for how this 
complicated global system might respond to an increase in demand for biofuels. 
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ES.II.i Why ILUC is important for policy 
A central objective of biofuel policy is to reduce carbon emissions from the transporta-
tion sector. It is therefore important to conduct life cycle analysis (LCA)1 of biofuel 
pathways in order to compare their carbon intensity to that of the fossil fuels they will 
replace. The traditional approach to the LCA of biofuels has been to consider all of the 
steps, from sowing a biofuel crop to delivering the fuel to a vehicle, to assess the inputs 
of energy and materials at each stage, and to sum these to give the life cycle carbon 
intensity. Traditional LCA considers most fundamental inputs to biofuels production—ni-
trogen fertilizer, pesticides, tractor fuel, process fuel, etc.—but it takes something else 
that is equally fundamental for granted. Traditional LCA has always implicitly ignored 
the carbon implications of using the land itself, the ILUC. The problem is that land is a 
fundamental requirement for producing biofuels, but land use is not normally carbon 
neutral—natural landscapes contain large amounts of stored carbon not only in plant 
matter above ground but often even more below ground, in soils. Moreover, these tracts 
frequently have the natural capacity to sequester still more carbon over time. 

By its nature as a market-mediated, indirect effect, ILUC cannot be measured precisely 
or directly. It is possible to analyze historical data for evidence that ILUC has occurred 
and to get a sense of the order of magnitude of emissions, but to quantify ILUC, 
modeling approaches are necessary. If it were clear that CO2 emissions from ILUC were 
greater than any possible carbon savings from using biofuels, the conclusion would 
be simple—there would be no case for biofuel policies on a climate change mitigation 
basis. Alternatively, if it were clear that ILUC emissions were negligible compared with 
the potential savings from displacing fossil fuels, the conclusion would also be simple—
policy would only need to consider direct emissions. The reason that the ILUC discussion 
remains so important to policymakers is that the modeling work carried out to date puts 
ILUC emissions on the same scale as the potential savings. As a result, some biofuel 
pathways deliver significant climate benefits while others do not, and ILUC will often be 
what makes the difference. Figure B shows that analyses performed by or for regulators 
in the United States and Europe agree that there will be significant ILUC emissions for all 
food crop pathways. However, while some biofuels are still expected to offer significant 
emissions savings, others (notably several biodiesel pathways) offer negligible savings 
or may even be worse for the climate than the fossil fuels they replace.   

1 A biofuel life cycle analysis adds up the greenhouse gas emissions associated with all stages of the biofuel 
production process that lie within the defined “system boundary.” Setting a system boundary (defining what 
is included and excluded) gives clarity to the analysis but in some cases may result in significant emissions 
sources, such as land use changes, being overlooked. 
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Figure B. Total emissions of modeled biofuel pathways, compared against fossil fuel carbon intensity 

ES.II.ii ILUC models, and why you may be perplexed  
An ILUC model is any model that attempts to analyze the consequences of increased 
demand for biofuels on land use in the economy as a whole. Some authors have sug-
gested relatively simple, spreadsheet-based models of ILUC—for instance, the ‘risk 
adder’ approach proposed by the Öko-Institut (Fritsche 2010), based on historical 
extrapolation, or the ‘causal descriptive’ model of E4tech (E4tech 2010), based on 
expert opinion. Others have used more complex economic models. For example, ‘partial 
equilibrium’ models include the whole agricultural sector for a country, set of countries, 
or even the entire world. General equilibrium models go further, encompassing not 
only agriculture but all major sectors of the economy. In many cases, economic models 
originally developed to analyze trade agreements and the implications of agricultural 
policy change have been developed and refined to address questions about biofuels 
and carbon emissions. In economic modeling exercises such as those found in Laborde 
(2011a), Hertel et al. (2010a), and U.S. EPA (2010a), a scenario involving higher biofuel 
demand is compared with a baseline (counterfactual) with lower biofuel demand. Any 
difference in land use between the two scenarios can then be attributed to biofuels 
as ILUC. In general, the economic models do not have assumptions about the carbon 
implications of land use change built into them, so the outputs in terms of the area 
undergoing change must be combined with an estimate of land-based carbon stocks to 
calculate emissions values. 
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The choice of model defines the possible responses to increased agricultural demand, 
and this in turn defines the set of carbon sequestration and emissions impacts that 
are analyzed. For example, in equilibrium economic modeling, one key response to 
increased demand for feedstock from the biofuel sector is reduced demand from the 
food sector—that is, there is competition between food and fuel. On the other hand, 
E4tech (2010) chose not to consider possible reductions in food consumption in its 
causal descriptive spreadsheet model. This choice places one form of carbon saving 
off-limits. There can be more subtle differences, too—for instance, one model might 
use a more complex set of land categories than another, or one might consider forgone 
carbon sequestration and another might not, or one might model emissions from 
peat drainage and another might not. Each model is built on tens, hundreds, or even 
thousands of explicit or implicit decisions, assumptions, and input parameters, and even 
for well-documented models it can take considerable effort for other experts, let alone 
nonspecialists, to understand what is driving the results.

Given the wide variation in modeling approaches, it is unsurprising that there is a 
correspondingly wide variation in model outcomes. Figure C shows point estimates for 
the magnitude of ILUC emissions reported in a range of studies from the literature. As 
shown, there are many estimates, for many biofuel pathways, by many models. While 
the bulk of emissions intensity estimates fall in a range from about 10 to 80 grams of 
carbon dioxide equivalent per megajoule (gCO2e/MJ), a few studies have arrived at 
extremely high values (higher for instance than the estimate of 104 gCO2e/MJ for corn 
ethanol originally reported by Searchinger et al. [2008]). On the other hand, a few have 
suggested that ILUC emissions could be negative—that is, for certain pathways land use 
change could result in additional carbon sequestration. There is a tendency for biodiesel 
estimates to be higher than ethanol estimates, and this is reflected in the range of ILUC 
emissions intensity values proposed by regulatory agencies, which is also shown in 
Figure C. For context, the full lifecycle emissions intensity of fossil gasoline and diesel is 
normally around 90 gCO2e/MJ.

There is not enough space here to consider and evaluate every study of ILUC that has 
been done. Rather, it is the aim of this report to provide a basis to understand and evalu-
ate claims about indirect land use change, in order to help policymakers, regulators, and 
others weigh the value of the evidence in front of them. 
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Figure C. Variation in ILUC emissions intensity from different modeling exercises 

Notes: The ranges shown for regulatory estimates of ILUC emissions intensity are based on the California LCFS 
and U.S. RFS rules and the Laborde (2011a) analysis that is the basis for proposed ILUC factors in Europe. 

Some estimates go even higher than 175 gCO2e/MJ, but this graphic does not show the full magnitude of those 
very high estimates. This report aims to include as comprehensive a characterization of the range in the literature 
as possible, but inclusion does not imply that the International Council on Clean Transportation considers any 
particular value to be credible. 

Sources: Results taken from Edwards, Mulligan, and Marelli (2010), E4tech (2010), Akhurst, Kalas, and Woods 
(2011), Searchinger et al. (2008), U.S. EPA (2009; 2010a,b,c, 2012), Fritsche (2010), ARB (2009), Tyner et al. 
(2010), Hertel et al. (2010a), Taheripour, Tyner, and Wang (2011), Al-Riffai, Dimaranan, and Laborde (2010a), 
Laborde (2011a), Tipper et al. (2009), Dumortier et al. (2009), Britz and Hertel (2011), Wang et al. (2011; 2012), 
Dunn et al. (2013), Overmars et al. (2011).
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ES.III. A GUIDE FOR THE PERPLEXED—WHY ARE THE 
ANSWERS DIFFERENT?

The generosity of the Earth allows us to feed all mankind; we know enough about 
ecology to keep the Earth a healthy place; there is enough room on the Earth, and 
there are enough materials, so that everybody can have adequate shelter; we are 
quite competent enough to produce sufficient supplies of necessities so that no one 
need live in misery.

—E. F. Schumacher, from A Guide for the Perplexed (Harper Publishing, 1977) 

We naturally like what we have been accustomed to, and are attracted towards it.... 
The same is the case with those opinions of man to which he has been accustomed 
from his youth; he likes them, defends them, and shuns the opposite views. 

—Moses Maimonides, from The Guide for the Perplexed (12th century A.D.)

It turns out that despite the complexity of the models, only a handful of easily 
understandable assumptions are important in determining the simulation results. 
By showing the effect of these assumptions on the predicted economic costs, not 
just in one particular model but in all of them, this report can help readers to apply 
their own judgments about which models are more realistic and to reach their own 
conclusions about which economic predictions are more credible. 

—Robert Repetto and Duncan Austin, from The Costs of Climate Protection:  
A Guide for the Perplexed (World Resources Institute, June 1997)

The computational general and partial equilibrium economic models that have been 
used to estimate ILUC emissions by regulators in the United States and the European 
Union are built on the back of decades of research into agricultural and economic 
systems, composed of myriad mathematical relations based on economic theories that 
continue to be discussed, debated, and refined. These models provide a sophisticated 
but still simplified view of market interactions—in some ways an idealized view. 
Nevertheless, a rigorous, well-vetted model provides insight into how markets are likely 
to behave, and it can produce quantitative estimates of the emissions (and price and 
land use, etc.) that policymakers should expect from biofuel mandates. The specifics 
of these models are important, but they can become a barrier to comprehension rather 
than an aid to understanding if the level of detail becomes overwhelming. Without 
explanation, an ILUC model can seem to be a mysterious black box; on the other hand, 
having a thousand input parameters listed explicitly might not bring one any closer to 
understanding the meaning of the modeling results, either. 

This study is not the first, and doubtless will not be the last, to review the subject of 
indirect land use change. The British government’s Gallagher Review (UK RFA 2008) 
assessed six questions about the likely impacts of biofuel demand, with the aim of draw-
ing conclusions about the nature and level of the risks and making recommendations on 
how these risk should be dealt with in government policy and carbon accounting. The 
European Commission’s Joint Research Centre (Edwards, Mulligan, and Marelli 2010) 
approached the question by setting up a framework to compare the results of various 
economic modeling exercises. The European Commission Directorate-General for Energy 
(EC DG Energy 2010) produced a literature review focused on comparing “methodologi-
cal and data choices” in various studies attempting to quantify indirect land use change. 
The U.S. Department of Agriculture reported to Congress (Marshall et al. 2011) on the 
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state of knowledge about the drivers of land use change and the models used to assess 
it, with the intention of providing a neutral survey of the literature. Ecofys, a renewable 
energy consultancy, reported to the Global Bioenergy Partnership (Ecofys 2011) as part 
of its discussion of the indirect effects of biofuels production, with a focus on explain-
ing modeling attempts to quantify indirect effects and exploring options to avoid or 
minimize them. California’s Air Resources Board Expert Workgroup on Indirect Land Use 
Change (2010) produced a series of reports considering in detail a range of questions 
critical for California’s modeling of ILUC. There are other papers and reports available 
covering the same areas to a greater or lesser extent. 

This report does not aim to be a comprehensive literature review in the style of the 
DG Energy or U.S. Department of Agriculture reports. It is not built around a new 
quantitative analysis in the way that the JRC model comparison is. Rather, as the World 
Resources Institute (Repetto and Austin 1997) did for the cost of climate action in The 
Costs of Climate Protection: A Guide for the Perplexed, this report aims to identify and 
explore the key factors that determine the amount of indirect land use change occurring 
in the real world. Based on this analysis, it looks at how these factors are represented 
in the major models being used for regulatory purposes and how they influence the 
estimates on which policymakers must base their decisions. The scope of the report has 
been limited in order to focus on the determinants of how much land use change will 
occur. Broader carbon accounting questions, such as time accounting and assessment of 
other indirect effects, are beyond that scope, as is a comparative evaluation of the policy 
responses available to deal with ILUC.

ES.III.i. The key factors
While the agricultural economic models are extremely complicated, the basic questions 
they are used to answer can be quite simple—when demand for agricultural products 
increases, is more land brought into production, and if so how much land and what are 
the carbon consequences?

It is an axiom of economics that an increase in demand for a product from one sector 
must be met by some combination of an increase in supply and a reduction of demand 
for the product from other sectors. In the case of an increase in demand for food com-
modities, raising supply means either improving the productivity of existing agriculture 
or bringing new land into production. A reduction in demand outside the biofuel sector 
generally means people eating less.2 The amount of ILUC that occurs depends on the 
balance between productivity increase, land expansion, and food demand change. The 
analysis here identifies five factors that determine this balance and a sixth that governs 
the carbon emissions resulting from the land use change. 

The first factor, determining whether people eat less food as prices change, is elasticity3 
of food demand to price. If food consumption is highly elastic relative to price, it means 
that a small price increase spurred by biofuel demand would cause people to eat much 
less, making the uneaten material available for conversion to biofuel. On the contrary, if 
food demand is relatively inelastic to price, then even a large price change would have 

2 This reduction in food consumption can be direct (e.g., people eat less bread and hence require less wheat 
for flour) or indirect (e.g., people eat less beef, therefore livestock producers need less wheat for cattle feed). 
There can also be a reduction in other uses for crops, such as brewing beer or making soap, but food is by far 
the largest part of the equation, and it’s the focus here.   

3 In economics, the elasticity of some quantity (such as demand or yield) to price is a measure of how much 
that quantity changes if prices change. 
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little effect on diets, and the material for biofuels production would need to come from 
somewhere on the supply side.  

Working out how the productivity of the agricultural system changes as a result of new 
crop demand is more complicated. Three parameters interact to determine the overall 
productivity effect (and each of these could in theory be broken down even further). 
The first of these is the elasticity of yield to price. This factor determines how the 
average yield of a given crop changes in response to a price change. If raising yields is 
easy, and farmers are very responsive to price, yield increase can deliver the raw material 
to make biofuels without requiring large areas of new land or forcing people to eat less. 
If on the other hand raising yields is difficult, or farmers are unresponsive to prices, 
then each field will still produce the same amount of crops as before, and the biofuel 
feedstock will need to come from new land or reduced consumption. 

The second determinant of productivity is choice of crops.4 Some crops are more 
productive, in terms of metric tons of raw material produced per hectare, than others. 
The nutritional content may vary, but if the focus is on sheer quantity of production 
then growing more of the highest-yielding crops, and less of crops with low yields, can 
change the productivity of the system as a whole. 

The third factor is utilization of co-products.5 Consider corn, from which only about 
two-thirds of the material in the grain can be fermented into ethanol. The rest, including 
proteins and fats, is left over for other uses or disposal. The least productive fate for this 
co-product would be simple discarding; an alternative use might be to burn it for heat 
and power, but the standard current usage is as animal feed. This use is also the most 
efficient in terms of limiting ILUC, as it reduces demand for other grains. If co-products 
are well utilized, that is equivalent to increasing the productivity of the land. 

If productivity gains are not adequate to meet the need for increased feedstock supply, 
the rest must come from growing crops on new land. The rate at which land expansion 
occurs is determined by the elasticity of area to price. If area is greatly price elastic, it 
means that farmers will respond to a small price change by clearing and cultivating lots 
of new land, so that there will be little need to increase yields or eat less, and the ILUC 
will be large. In contrast, if area elasticity is small compared to food consumption and 
yield elasticity, then only a small area will be converted. 

The final factor affecting the magnitude of ILUC emissions, is the carbon stock of new 
land. The balance of productivity increase, demand reduction, and land expansion 
dictates how many new hectares are needed, but translating that into an ILUC emissions 
intensity requires knowing (or estimating) how much carbon is released when that land 
area is cleared. If new land is taken primarily by clearing forest, the emissions are likely 
to be high. If new land can be found with sparse vegetation and low levels of organic 
carbon in the soil, the emissions will be much less. 

The importance of these six factors in determining the amount of land use change that 
happens can be seen by qualitatively comparing two starkly different scenarios of how 
the agricultural system might respond to biofuel demand. The first to be considered is 

4 This can include choosing whether to raise cattle on pasture, which has a lower productivity in terms of food 
yield per hectare, or to grow crops for direct human consumption, which is much more productive. 

5 Co-products are different products derived from the same feedstock. For instance, in the case of oilseeds, 
one co-product from oil pressing is vegetable oil (which can be used for biodiesel), while a second is oil meal 
(which can be fed to livestock). 
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from the original ILUC modeling exercise by Timothy Searchinger et al. (2008),6 which 
claims that corn ethanol delivers no carbon benefit. The second is from Bruce E. Dale 
et al. (2010), in which, rather than modeling ILUC, the authors outline a vision of how 
biofuels production could be structured to deliver significant benefits without ILUC 
emissions. Table B lays out the ways in which the two papers treat the six factors differ-
ently. Ultimately, Searchinger’s team conclude that ILUC renders biofuel policies ineffec-
tive, while Dale and his fellow authors find that ILUC can be avoided if productivity, crop 
choices, land use choices and so forth can be successfully optimized. 

Table B. Comparing the scenarios mapped out by Searchinger and Dale

Factor Assumption by Searchinger ASSUMPTION BY DALE

Elasticity of food 
demand to price

Food demand is elastic to price 
but not as much as supply is.

There is no need to eat 
less, as the demand can be 
accommodated in better ways

Elasticity of yield to 
price

Positive and negative yield 
effects cancel out.

Biofuel demand drives innovation 
in energy crop agronomy.

Crop choices
Crop choice responds to price, 
and farmers are somewhat 
resistant to change.

Farmers choose to grow high-
productivity energy crops.

Utilization of co-
products

Distillers grains are returned to 
the feed market, reducing net 
corn demand by about one-third.

Co-products from energy crop 
production are used to feed 
livestock.

Elasticity of area to price Land use globally responds to 
price pressures.

Area in the United States 
increases to meet demand, 
so no expansion is necessary 
elsewhere. 

Carbon stock of new land

This reflects historical patterns 
of land use change, including 
expansion into high-carbon 
areas.

Only low-carbon-stock land is 
brought into production—there 
is no expansion into high-carbon 
areas.

Conclusion:
ILUC wipes out the carbon 
savings of corn ethanol (108 
gCO2e/MJ).

The system can provide both 
food and fuel without ILUC 
emissions.

In these two competing visions of biofuels production, different expectations for the 
six determinants that have been identified makes the difference between (a) projecting 
that U.S. biofuels policy will cause substantial net GHG emissions and (b) believing that 
a massive expansion of bioenergy use is possible with no ILUC at all. Other models and 
scenarios tend to give answers somewhere between these extremes

ES.IV. ILUC—AN ILLUSTRATIVE CALCULATION
Having identified six factors that determine the size of indirect land use change emis-
sions, it is possible to construct a simple model of how each contributes to overall land 
demand, and consequently ILUC emissions.  The ICCT model that is utilized here for the 
case corn ethanol is explained in more detail in section 4.2 and documented in Appendix 
C. While this model is useful for exploring the dynamics of ILUC, it is not intended as an 
alternative to economic models. It cannot capture the complex interlinkages between 
sectors and regions that are represented in equilibrium economic models. Rather, it can 

6  The 2008 paper by Searchinger et al. has been extensively discussed, both critiqued and defended, since 
its publication. For example, responses including a critical letter by Michael Wang and Zia Haq and the 
subsequent riposte by Timothy Searchinger are available from the Science website (http://www.sciencemag.
org/content/319/5867/1238.abstract). 

http://www.sciencemag.org/content/319/5867/1238.abstract
http://www.sciencemag.org/content/319/5867/1238.abstract
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be thought of as an illustrative tool to sensitivity analysis based on simple linear ap-
proximation The illustrative ILUC value for corn ethanol of 30 gCO2e/MJ (with a 30-year 
‘amortization’, i.e., spreading the emissions effects across a 30-year period) is achieved 
by calibrating the illustrative model to the Air Resources Board’s regulatory modeling 
for the California Low Carbon Fuel Standard (LCFS); it is not a result from applying the 
model (although it indicates the sort of assumptions that would be consistent with an 
ILUC value of 30 gCO2e/MJ).

As a starting point for the illustration, consider what the ILUC associated with corn etha-
nol production would be if all of the biofuel feedstock came from converting new land 
at average yields and typical carbon stocks. With a global average yield of four metric 
tons of corn per hectare, and assuming that on average 95 tons of carbon are lost per 
hectare following land conversion, this would result in an ILUC emissions intensity of 190 
gCO2e/MJ, so high that biofuels policies could never deliver carbon savings compared 
to fossil fuel. However, as the six factors are taken into consideration, the expected ILUC 
emissions are reduced.7 

1.   Food consumption falls, reducing ILUC by 30 percent 
When prices increase, there is normally some response on the supply side 
(increasing agricultural production) but also a response on the demand side 
(people eat less, drink less, buy less new cotton clothing, etc.). The elasticity of 
demand is assumed to be a bit lower than the elasticity of supply; still, the fall in 
consumption reduces ILUC emissions intensity by 30 percent, to 135 gCO2e/MJ. 

2.   Yields change, reducing ILUC by 15 percent 
On the supply side, feedstock is boosted by improved yields as farmers respond 
to higher prices by increasing productivity. The ICCT model has yield contributing 
one-third of the supply response and area increase giving two-thirds. At the same 
time, yields on new areas of land brought into production will typically be lower 
than average. The overall effect of yield changes is to reduce ILUC emissions 
intensity by 15 percent, to 115 gCO2e/MJ. 

3.   Crop choices change, reducing ILUC by 40 percent 
U.S. corn yields are higher than the global average. It is assumed that much of the 
agricultural expansion will happen in the United States, increasing the average 
yield for land where expansion occurs. The model also allows for crop choices 
to change throughout the agricultural system as prices adjust, assuming that 
this dampens total demand for new land by 20 percent. Overall, ILUC emissions 
intensity is reduced to 70 gCO2e/MJ.

4.   Co-products reduce ILUC by 40 percent 
The initial calculation ignores co-products. Nearly 40 percent of the edible 
content of corn is returned to animal feed markets as distillers grains. In the 
United States, distillers grains primarily displace feed corn on a one-to-one basis, 
so this effectively reduces feedstock demand and hence ILUC emissions intensity 
by 40 percent, to 40 gCO2e/MJ. 

5.   Elasticity of area to price 
In this illustration, the elasticity of area to price is already ‘turned on’ when 
the emissions were calculated assuming that all new production came from 
new land, so it cannot be switched on sequentially like the other factors. The 

7 All ‘interim ILUC factors’ are rounded to the nearest 5 gCO2e/MJ, and percentage ILUC reductions rounded to 
the nearest 5% to deliberately reduce the precision of this high-level illustrative analysis. 
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important question is how area elasticity compares to the food consumption 
and yield elasticities. Area elasticity is therefore missing from Figure D, but 
Figure E illustrates how reducing or increasing the area elasticity would affect 
the ILUC emissions. 

6.   Land expansion tends to avoid higher-carbon biomes, reducing ILUC by  
30 percent 
The baseline of 190 gCO2e/MJ assumes that expansion affects land types more 
or less randomly. If, however, one assumes that farmers will prefer grasslands to 
forests and recognizes that the highest-carbon habitats are outside the United 
States, whereas it is expected that a larger percentage of land expansion will 
occur within the United States, the emissions will be lower than the global 
average. Here, the model assumes that the carbon stock of the average parcel 
of converted land is only 70 percent of the world average. The resulting ILUC 
emissions intensity, after all six of the factors are incorporated, is 30 gCO2e/MJ. 
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Figure D. Illustration of the importance of various factors in determining the ILUC emissions 
intensity for U.S. corn ethanol

The reductions in expected ILUC emissions intensity as each factor is considered are 
shown in Figure D. In this case, all of them are important in determining the final out-
come, with the return to the market of co-products as feed and the assumptions about 
crop choice making the largest difference.

As well as providing an illustration of how each parameter affects ILUC, the simple 
model can also be used to provide an indication of the importance of each. Working 
around the ‘central case’ estimate for corn ethanol ILUC given above, a best case and 
a worst case can be outlined for the ILUC implications of each factor. These are based 
on the range of parameter values reported in the literature, combined with the ICCT’s 
expert judgment. Figure E shows four ILUC possibilities for each characteristic. When 
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the central cases are used (brown dots), the overall ILUC is 30 gCO2e/MJ. The blue bars 
show what the ILUC estimate would be if a given determinant were ignored entirely 
and the others were held at their central assumption. For example, not considering the 
utilization of co-products would shift the estimated ILUC upward from 30 gCO2e/MJ to 
about 50 gCO2e/MJ. Finally, the top and bottom of the range marked by the error bars 
represent the ILUC emissions for best and worst cases. Low and high assumptions for 
land carbon stock, for instance, could vary the estimate ILUC from 10 to 100 gCO2e/
MJ. The variation from best case to worst case reflects the importance of a particular 
determinant to ILUC emissions but also speaks to how differently each is treated in 
existing models and studies.
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Figure E. Illustrative model of how more or less favorable assumptions for each parameter could 
affect ILUC results for U.S. corn ethanol

Note: The blue bars for ‘Fail to consider’ represent the level of ILUC emissions intensity expected if one 
parameter is completely eliminated, and thus can sometimes fall outside the range of plausible values. 

The largest ranges are those for yield elasticity, crop switching, and carbon stored in 
soil and vegetation. In the case of yields, this wide range is attributable to the sharply 
differing positions presented in the literature. ILUC is high if one assumes that there is 
no direct response of yield to price but that yields on land at the margin of production 
(the new land used to supply extra feedstock) are much lower than average yields; it is 
low if the yield elasticity is as strong as the area elasticity and if new land under cultiva-
tion achieves average productivity. For carbon storage, the range illustrates how much 
difference it makes whether expansion affects high- or low-carbon ecosystems. Crop 



15

A GUIDE FOR THE PERPLEXED TO THE INDIRECT EFFECTS OF BIOFUELS PRODUCTION

switching’s broad range reflects that this phenomenon has not been widely discussed in 
the literature, but different models ascribe widely varying contributions to these effects. 

Where the ranges are narrower, this does not necessarily mean that these concerns are 
less important. Food consumption reduction, for instance, is central to reducing ILUC, 
but there is relative consensus in the literature that food consumption accounts for 
between 20 and 50 percent of feedstock (though there are modeling exercises that go 
outside this range). 

These ranges serve as a valuable reminder that the outputs from a model are only as 
good as the inputs. With this simplified model, combining all the worst-case assump-
tions for corn ethanol would give an ILUC emissions intensity projection of nearly 3,000 
gCO2e/MJ, while combining the best-case assumptions would actually give a credit 
(improvement) of nearly 30 gCO2e/MJ. The fact that different assumptions give different 
answers should not be surprising, nor should dissent in the literature be understood to 
imply that model results have no value. The lesson from this exercise is that any model-
ing result maps out a scenario for how the world responds to a biofuel mandate and 
that only by understanding the assumptions that go into building that scenario can the 
reasonableness of a model’s estimates be judged. 

ES.V. UNDERSTANDING THE FACTORS

ES.V.i. Demand change: Elasticity of food demand to price
When demand for food-based biofuels goes up, so do the prices of food commodities. 
One of the ways people respond to higher prices is by consuming (i.e., eating) less. 
Econometric work by Roberts and Schlenker (2010) suggests that at least a third of 
the additional feedstock for biofuels will be made available in this way on the demand 
side, with another third to a half coming from yield improvement and expansion of the 
area under cultivation. Most economic modeling exercises show clear food commodity 
price increases and reductions in consumption as biofuel mandates expand (Figure F). 
If feedstock comes from reduced consumption instead of land expansion, this will of 
course reduce ILUC emissions. 

‘Food vs. fuel’ is a contentious topic, and a variety of international organizations, 
experts, and antipoverty campaigners have called for biofuel support to be curtailed 
or ended to reduce pressure on food markets.8 The U.S. Department of Agriculture’s 
Economic Research Service (2003) finds that poorer people’s food consumption 
declines faster when prices rise than that of rich people. Many voices in the biofuels 
industry have responded by arguing that competition between food and fuel is fictitious 
or exaggerated. The reality is that, even though biofuels are not by any means the only 
thing affecting food markets, the weight of evidence (including analysis of the 2008 
food price spikes) finds that biofuels increase both prices and price volatility. Both of 
these effects will tend to have negative impacts on welfare. 

8 For example, the UN Food and Agriculture Organization, the International Fund for Agricultural Development, 
the International Monetary Fund, the Organisation for Economic Co-operation and Development, the 
UN Conference on Trade and Development, the World Food Program, the World Bank, the World Trade 
Organization, the International Food Policy Research Institute, and the UN High-Level Task Force on the 
Global Food Security Crisis (2011); the Institute for Agriculture and Trade Policy and the Global Development 
and Environment Institute (2012); the UN Food and Agriculture Organization High Level Panel of Experts on 
Food Security and Nutrition (2013); the UN Special Rapporteur on the Right to Food (2011); Laborde (2011b); 
the Financial Times (2008); World Bank President Robert Zoellick (2008). 
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Figure F. Relative importance of reduced food consumption in different GTAP and FAPRI scenarios*

*  Percentage of feedstock from reduced consumption (left axis) and an approximation of the 
additional carbon emissions that would have resulted had this feedstock come from land expan-
sion instead (right axis; based on Edwards, Mulligan and Marelli (2010), using a 20-year spread, 
or “amortization”)

Increased food prices can deliver economic benefits to farmers, but because most 
poor people (even including many small-scale farmers) are net purchasers of food, 
on average increased food prices affect the poor negatively. Modeling that compares 
the economic costs and benefits of increased food prices suggests that, globally, 
tens of millions of people may be pushed below the poverty line because of the 
current generation of biofuel policies. While poverty increases are not an intended 
outcome of these policies, they might be deemed an acceptable consequence of an 
effective carbon reduction policy, or they could be compensated for through other 
policy mechanisms. 

ES.V.ii. Productivity change: Elasticity of yield to price
Historically, the standard agricultural yield trend has been one of fairly steady linear 
growth. For individual crops and regions the picture might be different, but in general 
there seems little reason to think that the rate of yield growth in the next decade will be 
radically different from what has been observed in the past. Climate change effects on 
yield seem unlikely to be large in the period to 2020; thus, ignoring them in current ILUC 
modeling is probably reasonable. 
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Could the introduction of biofuel mandates affect yields? Microeconomics suggests 
that if revenues improve, farmers will have incentives to spend more to boost yields, for 
instance, with extra fertilizer or by adopting new technologies. On the other hand, when 
farmers cultivate new land, it is likely that this will be less fertile than currently farmed 
plots (or else it would be in cultivation already), in which case average yields might fall. 
While historical data clearly show that consumption and land use respond to demand, 
there is currently no statistically convincing historical evidence for a yield response or 
a price-led increase in the rate of innovation. There is also no consensus on the relative 
productivity of land at the margin of production, although values of between 70 and 100 
percent of the average seem likely. 

While there is a lack of compelling evidence for a strong yield response to price hikes, 
it is nevertheless included in almost all ILUC modeling—several modelers have also 
included parameters for lower yield on new areas farmed. These yield effects have been 
important determinants of modeled ILUC emissions intensity, with the price-induced 
yield effect generally being the larger and helping to reduce ILUC estimates. The EU’s 
Joint Research Centre (Edwards, Mulligan, and Marelli 2010) provides a comparison of 
the importance of price-induced yield effects in reducing land demand in different mod-
eled scenarios (Figure G). Yield gains cut emissions intensity by more than 30 gCO2e/MJ 
in many cases. 
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Figure G. Decomposition of importance of price induced yield change in models (Edwards, Mulligan 
and Marelli, 2010)

ES.V.iii. Productivity change: Crop choices
Yields vary between (and within) regions, and so the location of agricultural expansion 
is important. For instance, corn yields are much lower in Africa than in America. There 
are also differences between yields of different crops: for instance, oil palm has a much 
higher vegetable oil yield than sunflower.9 

The location of expansion depends to a great extent on how well connected the agricul-
tural markets in different countries are. If the price signal from increased U.S. demand for 
corn were much stronger domestically than globally, production increases would largely 
be confined to America itself. If in contrast there is a single world market for corn, 

9 Of course, land area requirements do not always scale with land use change emissions—arguably, one hectare of 
palm expansion will result in larger emissions than several hectares of sunflower expansion; see section 3.6.4. 
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additional production would likely be more widely distributed for import to the United 
States (or to compensate for reduced U.S. exports). 

Figure H10 shows how assuming land use change in areas with yields lower or higher than 
the world average can change the net demand for additional land. In the cases of U.S. 
corn and EU wheat, there tends to be a saving (because expansion is assumed to occur 
largely in those regions, which have high yields), but in the case of rapeseed biodiesel, 
expansion is predicted in areas of lower than average oilseed yield, increasing ILUC. 
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Figure H. Effect on modeled land use of expanding crops in areas with yields higher or lower than 
the world average

Source: Based on methodology outlined in Witzke (2010)
Note: Area saved (shown as negative values) or required (positive values)

There could also be switches in crop choices on existing agricultural land. In principle, 
if it were possible systematically to replace lower-yielding crops with higher-yielding 
ones, it could substantially reduce the requirement for land expansion. For instance, 
rapeseed has a higher average yield in Europe than sunflower seed, so shifting 
cultivation from sunflowers to oilseed rape would seem to be one option to boost 
the average yield of agriculture in Europe as a whole. Having said this, average yield 
statistics could mask good reasons for farmers to grow sunflowers in the first place, 
and therefore it could be naïve to assume that a wholesale shift would be desirable 
or even possible. These types of switching effects are allowed in models but have 
not been widely discussed in the literature, and their role in reducing ILUC may have 

10 Based on a modification of the decomposition analysis proposed by Witzke et al. (2010); see Appendix A.
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been overestimated in cases where models are not able to incorporate the agronomic 
reasons for current land allocations.

ES.V.iv. Productivity change: Utilization of co-products
When part of a biofuel crop cannot be turned into liquid fuel, rather than being 
discarded, it will often be sold (with or without further processing) as a co-product. For 
instance, when corn is fermented to produce ethanol, about a third is left over as distill-
ers grains. By displacing other animal feed from livestock diets, co-products can provide 
an ‘ILUC credit’ to biofuels. 

In the United States, it has generally been assumed that distillers grains with solubles 
(DGS) will largely displace feed corn. Some studies using feed trials have suggested that 
one metric ton of DGS will displace more than one ton of corn, but it seems likely that 
these results are an artifact of the test methodology and would not be realized in actual 
animal diets. There is a substantial literature on the nutritional value of co-products 
(see section 3.4.2), and it seems likely that in reality co-products will displace a more 
complex mix of ingredients. Still, an assumption of a 1:1 replacement of feed corn is likely 
to be a reasonable approximation for the purposes of modeling. 

In Europe, much discussion has focused on the higher protein content of DGS and oil 
meals compared to wheat. It has been argued that in the European livestock sector 
co-products will substantially displace protein-rich soy meal, currently imported 
from Latin America. Because soy has a lower yield than either wheat or corn, and soy 
production in Brazil has been linked to Amazon deforestation, there may be a case 
for a larger ILUC credit for DGS in Europe than in the U.S. The nutritive value of feed 
can be well quantified, and thus the importance of protein content can in principle 
be captured in economic modeling. For instance, modeling for the International Food 
Policy Research Institute by Laborde (2011a) explicitly accounts for the protein content 
of feeds. While it is certain that co-products are fed to livestock and displace other 
feed products, the net effect on ILUC emissions also depends on any overall changes 
in the feed market. The modeling by Laborde suggests that adding large quantities 
of protein feed into the market could cause a protein ‘rebound effect’—with overall 
protein consumption rising as prices are pushed down and little overall change in 
global soy demand.  

ES.V.v. Land use expansion: Elasticity of area to price
Sometimes, especially when talking about demand reduction, yield increase, or by-prod-
uct use ‘reducing net land demand,’ it can sound as if indirect land use change is some 
sort of remainder term: if biofuel feedstock cannot come from yield growth or demand 
dampening, there is grudging acceptance that land needs to expand. In fact cultivated 
area expansion is an active response that happens in parallel to these other responses, 
so that even if food demand and yield are both affected by price, total cultivated area 
could be still more price sensitive. In that case, one would expect much or most of the 
extra feedstock to come from land expansion. 

The basic economic argument is that, as prices rise, it should become profitable for farmers 
to cultivate additional area. Several historical econometric studies find statistically signifi-
cant area response to prices, though this varies from region to region. Agriculture in regions 
dominated by strong government intervention, or where there is simply less opportunity to 
expand, is expected to be less price responsive. Berry and Schlenker (2011) find that agricul-
tural area in Brazil (with its economy oriented to agricultural exports and its large potential 
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for expansion) is strongly price elastic, whereas in India, with strong government interven-
tion and land at a premium, there is generally not a statistically significant relationship.  

The Joint Research Centre study (Edwards, Mulligan, and Marelli 2010) allows for 
comparison of the extent to which demand for new biofuel feedstock drives demand 
for new land in various modeled scenarios. Figure I shows that in comparing ‘gross land 
demand’ (the amount of land needed at world average crop yield to produce all of the 
total required biofuel feedstock) with ‘net land demand’ (the amount of land expansion 
that happens in the model), the results vary widely. In some cases, the models have 
nearly one hectare of land expansion for every hectare of demand. In others, there is 
only one-tenth as much. 
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Source: Edwards, Mulligan and Marelli (2010)

ES.V.vi. Emissions implications: Carbon stock of new land
Knowing the total number of hectares of land use change is not enough to work out 
ILUC emissions—it must be linked to the carbon consequences of converting those 
hectares, and the carbon stock of land (in both biomass and soil) can vary widely. 

When land is brought into cultivation, almost all of the carbon in plant biomass as well 
as typically about 30 percent of soil carbon, will be released to the atmosphere as 
CO2.

11 An important special case is the drainage of peat soils for the cultivation of palm 
oil. When peat is drained, it begins to decompose immediately, and over the first 20 
years after drainage, emissions from peat soils in Southeast Asia average 105 metric 
tons of CO2 per hectare per year (Page et al. 2011a). Based on current trends, at least 
a third of future oil palm expansion is expected to occur on peatland, with enormous 

11 After forest clearance, on average about 10 percent of wood is likely to be used for timber or for other 
purposes in developed countries and at most 3 percent in the developing world (Searle and Malins, 2011).
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emissions implications. In addition to the release of carbon into the atmosphere upon 
conversion, there may be a loss of carbon sequestration that would have occurred 
naturally had conversion not taken place. For example, in average abandoned cropland 
in forest biomes12 in Europe, 240 tonnes of CO2 per hectare of carbon sequestration 
through forest regrowth could be missed over 30 years. 

As well as understanding the carbon consequences of any given land use change, 
calculating ILUC requires predicting which types of land are likely to be converted. One 
approach is to look at historical trends, using either reported data or techniques such 
as satellite identification.13 An alternative/complementary approach is to use economic 
modeling based on land rents. In that case, the relative revenue available from cropland 
versus managed forest versus pastureland determines which land use changes occur. 
A third alternative is to use a more sophisticated assessment of land characteristics to 
determine where land conversion is likely. The Joint Research Centre (Edwards, Mulligan, 
and Marelli 2010) proposes a spatial allocation system for assessing which land use 
changes might be most likely and assigning emissions consequences to them. Systems 
relying on historical analysis are sound provided that it is reasonable to believe that 
future land use change will echo past patterns. Systems based on economics or agricul-
tural suitability assessments can give reasonable results provided that they adequately 
capture real-world drivers of land use decision-making. Certainly, whichever way models 
attempt to predict the areas where land use change will occur, there is no reason to 
believe that agricultural expansion will uniformly occur on land with low carbon stocks—
both history and economics support the expectation that a mix of ecosystems, from 
peat bogs to forests to grasslands to pasture to idle cropland, will be affected. 

ILUC models generally use a set of land use change emissions factors combined with 
a model for which land types will be converted. For comparison, the Joint Research 
Centre study (Edwards, Mulligan, and Marelli 2010) recalculated ILUC emissions from 
several models assuming a single flat rate of land use change emissions (147 metric tons 
of CO2 equivalent per hectare), with an additional allocation for peat emissions where 
appropriate—the difference is shown in Figure J.  

12 Land that would be expected eventually to revert to forest in a natural state.
13  Notably, a study using MODIS imagery by Winrock International (Harris, Grimland, and Brown 2009), 

which has been used in both the U.S. EPA’s FAPRI-FASOM ILUC analysis and the International Food Policy 
Research Institute’s MIRAGE modeling for the European Commission; also, for instance, Miettinen et al. 
(2012) used satellite imagery to examine peat loss. 
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ES.VI. CONCLUSIONS
Since 2008, indirect land use change (ILUC) has become a key concern for policymak-
ers. There are six key factors (elasticity of food consumption to price, elasticity of yield 
to price, crop choice, utilization of co-products, elasticity of area to price, and carbon 
stock of new land), that combine to determine how large ILUC emissions will be, and 
researchers have used a variety of different models and modeling approaches in the 
attempt to estimate ILUC emissions from various biofuel pathways. ILUC modeling is 
not an exact science—indeed, because it is built on the construction of scenarios and 
counterfactuals, it can never be an exact science—and the modeling to date has given a 
wide range of results. The ILUC modeling outputs reflect the interplay of myriad real-
world decisions, simplified and aggregated to allow them to be expressed in mathemati-
cal form, and changing any of the inputs, functional forms, or assumptions of the system 
would affect the outcomes. 

The absence of a single globally agreed framework for ILUC analysis is not, however, a 
reason to dismiss the results or their importance for policy. There is a long tradition of 
using economic modeling exercises to inform decisions in many areas of government 
(e.g., structural adjustment policies, international trade, public finance, agriculture, 
income distribution, and energy and environmental policy [Devarajan and Robinson 
2002]). Biofuels policy must acknowledge the ILUC results if regulatory instruments 
are to be effective in mitigating atmospheric carbon buildup. One policy approach to 
incorporating land use change effects involves working with the models to establish 
‘ILUC factors’ in regulatory emissions accounting. This has been done in the RFS2 and 
the LCFS, providing a value signal to suppliers about which biofuels are expected to 
deliver the largest emissions savings. The modeling results can also be used to guide 
more qualitative decisions, such as the European Commission’s 2012 proposal to report 
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ILUC and to incentivize biofuels that do not require land use. At the moment, however, 
fuel policies in China, India, Canada, Mexico, Japan, Australia, and Brazil are promoting 
biofuels with no accounting or reporting of indirect land use change emissions. 

The evidence is clear that mandates for crop-based biofuels drive land use change, 
causing significant ILUC emissions. Recognizing the importance of ILUC puts a question 
mark over the carbon savings that have previously been assumed for many biofuels. 
Nevertheless, there is a positive side to the results of ILUC modeling because ‘reverse-
engineering’ the logic of ILUC points to opportunities to reduce emissions from biofuels 
production and from agriculture in general. For instance, the paper “Biofuels Done 
Right” by Bruce E. Dale et al. (2010) shows that if the response to biofuel demand could 
be limited to the United States only, with advantageous crop switching, expansion of 
cultivation targeted to idle land with relatively low carbon stocks, and innovations in 
livestock nutrition to allow cellulosic biofuel co-products to be used as feed, then a 
large-scale U.S. biofuels industry could be possible without major ILUC emissions (see 
also Table B). Biofuel mandates alone would not be enough to make this happen, but 
there is an opportunity for policymakers to work with the farming industry to introduce 
a new generation of more sophisticated regulatory guidance to help steer agriculture 
toward a more beneficial model of development. 

More broadly, this assessment suggests that a change is warranted in international 
conventions for biofuel carbon accounting. For example, the Kyoto Protocol and the 
European Emissions Trading System account biofuels as ‘carbon neutral’ (meaning that 
they have zero carbon emissions), but the evidence shows that for a biofuel truly to have 
low carbon emissions requires that ILUC is minimized by improving the efficiency of 
the agricultural system, bringing fertile land with low carbon stocks into production, or 
reducing the consumption of food and feed. 

For each of the six factors identified here, further research would help narrow the range 
of ILUC results and progressively increase confidence about the magnitude of ILUC for 
each feedstock. On food, there are still many questions about the way biofuel demand 
affects price volatility and whether biofuels policy could be structured to dampen rather 
than reinforce price spikes. Direct monitoring of yield at the margin of production would 
help refine the ILUC models. Crop switching is an area in which several models suggest 
large effects, but it has not been extensively studied in this context. As the supply of co-
products becomes routine in the feed sector, there is a growing volume of data available 
to confirm or revise expectations for feed displacement. On area elasticity and carbon 
stocks, stakeholders have argued repeatedly that there are large areas of low-carbon 
land that will preferentially be converted to supply biofuels—this needs to be tested. 

There are good biofuel pathways—but it is incumbent on both government and industry 
to provide convincing evidence that biofuel mandates can be reasonably expected 
to deliver the carbon savings that are claimed for them. Regulations that use credible 
modeling to establish ILUC factors for emissions accounting can target incentives to the 
biofuels most likely to deliver carbon savings. At the same time, ILUC can be avoided by 
promoting pathways such as biofuel from low-value residues and from perennial grasses 
expanding onto low-productivity land.



24

ICCT

1. INTRODUCTION
According to the International Energy Agency (IEA), between 2000 and 2010, global 
biofuel supply went up by a factor of more than five (Figure 1.1), driven largely by strong 
growth in the use of corn ethanol in the United States and, on a lesser scale, by Europe-
an biodiesel demand and Brazilian sugarcane ethanol expansion. For policymakers, there 
was a time when biofuels represented an apparent triple win—reducing climate-forcing 
carbon dioxide emissions, improving energy security by diversifying the energy supply, 
and supporting farmers by increasing crop demand and prices.  
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Figure 1.1 Global biofuel supply, 2000–2010

Source: International Energy Agency, 2010

More recently, however, the brief consensus that biofuel support was a good policy 
strategy has been broken as the focus has shifted toward the potential drawbacks and 
the benefits have been questioned. One commonly expressed concern has been environ-
mental sustainability—does the monoculture agricultural model typically used to supply 
biofuel feedstock have negative consequences for biodiversity, air and water quality, and 
soil erosion? Will biofuels plantations be allowed to expand onto forests, wetlands, or 
other high-carbon-stock ecosystems? Both European and American biofuels legislation 
have been expanded to provide some response to these concerns,14 but regulatory 
requirements still fall far short of the broader sustainability assessments required by 
initiatives like the Roundtable on Sustainable Biomaterials or considered by the Global 
Bioenergy Partnership. There have also been concerns on the social side, especially 
with regard to developing countries, where some commentators have argued that food 
security has been adversely affected, that agricultural expansion is undermining land 
rights and harming existing communities, and that plantation workers in many cases 
suffer from low wages and poor working conditions. 

14  The European Renewable Energy and Fuel Quality directives and the U.S. Renewable Fuel Standard contain 
some basic sustainability protections for some high-carbon ecosystems and highly biodiverse ecosystems. 
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These issues are important, but there has also been a more fundamental question: What 
are the implications of taking the biofuel feedstock out of the global market? The current 
boom in biofuels production is not, in general, supplied by farms specifically committed to 
growing biofuel feedstocks. Rather, biofuels producers are buying feedstock from a mar-
ket in which they compete with other uses, notably food and fodder. It is not immediately 
obvious whether the area cultivated will expand to supply this extra feedstock, whether 
one can expect a reduction in food consumption, or whether the system will be able to 
become more efficient (higher yield) to expand supply. In reality, some combination of 
these effects is expected to occur. Each will have consequences, however, and in a world 
where it is generally agreed that the pressure on natural resources will only increase in the 
coming decades, the benefits of biofuel support could be significantly reduced depending 
on how the additional demand is met. The discussion has been largely channeled into 
two interconnected debates: ‘food versus fuel,’ about whether price increases caused by 
biofuel demand will increase food insecurity, and the indirect land use change conundrum, 
whether land expansion to supply biofuels will cause so much carbon to be released as a 
result of land conversion that it cancels out the benefits of replacing fossil fuels. 

1.1 INDIRECT LAND USE CHANGE
Mandates create additional demand for biofuels. This demand must be met either by 
reducing use of biofuel feedstocks in other sectors, or by increasing their overall produc-
tion. One obvious way to increase agricultural production is to bring new land under 
cultivation—if and when this happens in response to biofuel demand, it is called indirect 
land use change (ILUC). 

Indirect land use change versus direct land use change
The distinction between direct and indirect land use change (DLUC and ILUC) 
can be a source of some confusion. The distinction is as follows:

 » Direct land use change happens when a particular parcel of land is 
converted to use for biofuel production, for instance, if an area of forest in 
Malaysia is chopped down and replaced with oil palms, and the oil is then 
supplied to a biodiesel plant. However, categorizing a land use change 
as direct says nothing about whether that land use change would have 
happened in a given period if there had not been an increase in biofuel 
demand. Perhaps that Malaysian forest tract might have been felled to make 
space for food production anyway.

 » Indirect land use change is the set of land use modifications that would not 
have happened without a marginal increase in biofuel demand. For example, 
biofuel demand raises palm oil prices by 20 percent in Malaysia, and this 
leads palm oil producers generally to clear more forest to take advantage of 
improved profit margins. 

 » Modeling indirect land use change is about comparing a world with a 
“baseline” level of biofuel demand to a world with some defined increased 
level of demand, the “biofuel scenario”. The baseline and biofuel scenarios 
can either be modeled ‘now’, in which case the baseline should reflect the 
world as it is, or at some time in the future, in which case the baseline and 
biofuel scenario represent two different future projections. 
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 » Not all direct land use change is part of indirect land use change and vice 
versa. Many examples of direct land use change may have been likely to 
happen anyway in a given time frame, owing to expanding agricultural 
demand outside the biofuel sector. In that case they would not be part of the 
indirect land use change. It would be possible in principle to have no biofuel 
feedstock actually grown on newly converted land, in which case one could 
have only indirect land use change and no direct land use change.  

 » Economic models do not attempt to link specific patches of land to specific 
end uses for commodities and in fact are incapable of doing so. Thus, 
indirect land use change analysis says nothing about which specific parcels 
of land are supplying the feedstock actually used for biofuel production, 
and does not attempt to identify direct land use changes.  

The land use consequences of biofuels play a critical role in the evaluation of their 
effects on global greenhouse gas emissions. The more grassland or forest that would 
need to be plowed up to replace feedstocks previously used for food and fodder, the 
more carbon stored in plants and soils would be released. In some cases, there may 
also be missed opportunities for continuing carbon sequestration (notably, when 
immature forest is cleared or when idled land that would otherwise be reforested is 
brought back into cultivation).

A number of studies have tried to quantify or otherwise assess the scale of the 
carbon consequences of this indirect land use change. The first peer-reviewed effort 
to measure the possible magnitude of indirect land use change emissions was made 
by Searchinger et al. (2008). Timothy Searchinger’s team used the partial equilibrium 
economic model15 of world agriculture developed by the Food and Agricultural Policy 
Research Institute (FAPRI) to estimate how much land use change might be expected 
from meeting U.S. corn ethanol mandates. It then assigned likely carbon emissions 
to this amount of land use change by using average land carbon content estimates 
from the Woods Hole Oceanographic Institution. The modeling suggested that the 
carbon emissions intensity of land use change would be 104 grams of carbon dioxide 
equivalent per megajoule (gCO2e/MJ), larger than any potential carbon savings from 
reduced fossil fuel use, and therefore the team argued that corn ethanol programs 
would increase rather than decrease carbon emissions. 

The Searchinger study led to a surge of interest in the question of whether indirect 
land use change would overwhelm any carbon benefit from biofuels and resulted 
in government, academia, business, and the nonprofit sector producing a variety of 
follow-up reports. This report does not aim to be a comprehensive literature review, 
so it will not cover all of them, but here is a brief overview of some of the most 
important results:

1. 2007/2008: Uwe Fritsche’s team at the Öko-Institut proposes the idea of ‘ILUC 
factors.’ In the original concept, a simplified system for estimating possible 
ILUC (based largely on crop yield) would be used to assign ILUC emissions 
values to specific feedstocks. More recently, the term ‘ILUC factor’ has become 

15  ILUC modeling approaches are explained in further detail in section 1.2
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the customary way to denote any system in which ILUC emissions calculated 
with a model are added to the life cycle analysis of biofuels production.16 

2. 2008: The UK government’s Renewable Fuels Agency publishes the Gallagher 
Review of the Indirect Effects of Biofuels Production. This review paper (and 
supporting studies) examined various issues surrounding indirect land use 
change. The report argued that the economic modeling tools available at the 
time were inadequate to predict ILUC emissions with any certainty but con-
cluded nevertheless that ILUC was a significant problem and that, unless it were 
addressed, there could be no confidence that biofuels were offering substantial 
net global carbon emissions reductions, or for that matter any at all. 

3. 2009: The Air Resources Board (ARB) of California includes ILUC modeling 
in the development of its Low Carbon Fuel Standard (LCFS) regulations. The 
ILUC values are calculated using the Global Trade Analysis Project (GTAP) 
general equilibrium economic model to project the magnitude of possible 
emissions from ILUC. Unlike the FAPRI model, which considered only the 
agricultural sector, GTAP takes in the entire economy. The GTAP modeling, 
again combined with land carbon content values from Woods Hole, suggests 
lower ILUC emissions (30 gCO2e/MJ) than predicted by Searchinger et al. (104 
gCO2e/MJ). 

4. 2009/10: The U.S. Environmental Protection Agency (EPA) consults on ILUC 
values calculated using a combination of the global FAPRI model and the For-
est and Agricultural Sector Optimization Model (FASOM) for the United States. 
After extensive comments, the revised FAPRI-FASOM results are included 
in the Renewable Fuel Standard 2 (RFS2) volumetric biofuel requirement’s 
compliance accounting. 

5. 2010: The European Commission publishes several ILUC studies as background 
documents for a consultation on dealing with indirect land use change. 
These include a partial equilibrium modeling effort (with AGLINK), a general 
equilibrium modeling effort (with the International Food Policy Research 
Institute’s Modeling International Relationships in Applied General Equilibrium, 
or IFPRI-MIRAGE), a comparison of modeling to date (by the European Union’s 
Joint Research Centre [Edwards, Muligan and Marelli 2010]) and a literature 
review (by the Directorate-General for Energy). Both modeling studies suggest 
that significant emissions are likely, potentially eliminating any climate benefits 
from the program. The modeling comparison shows significant emissions 
consequences in all cases considered, while the literature review emphasizes 
that uncertainty remains in ILUC assessment. 

6. 2010: Throughout the year, ARB runs an Expert Workgroup on Indirect Land 
Use Change. The group divides into subgroups and generates several reports 
on fundamental issues regarding ILUC and ILUC modeling. 

7. 2010: Tyner et al. (2010) release a revised GTAP ILUC modeling study under-
taken for the U.S. Department of Energy’s Argonne National Laboratory in 

16  There are several ways that the indirect emissions implications of bioenergy production, including ILUC, 
could be incorporated into life cycle analyses. For the California Low Carbon Fuel Standard, for instance, 
attributional estimates of “direct” biofuel emissions are added to consequentially estimated ILUC factors. 
Exploring the wider discussion over how ILUC factors can or should be included in regulation is beyond the 
scope of this paper. For further reading on carbon accounting for bioenergy, see, for instance, Sanchez et al. 
(2012) and U.S. EPA SAB (2012). 
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which they find lower outcomes for corn ethanol ILUC than in the research 
used for ARB’s LCFS (Hertel et al. 2010a).

8. 2011: Plevin et al. (2010) publish an uncertainty analysis of the possible mag-
nitude of ILUC emissions based on a simplified assessment model. They argue 
that emissions intensity is likely to be on the order of 50 gCO2e/MJ and that 
the uncertainty profile has a long rightward tail—that is, ILUC emissions could 
be very high indeed, meaning that the statistical expected value may be higher 
than the ‘typical’ values used by ARB and the EPA. 

9. 2011: The European Commission releases updated modeling from IFPRI using 
the MIRAGE model. The conclusion is that, in the EU, biodiesel is unlikely to 
offer emissions savings compared with fossil fuel diesel but that bioethanol from 
cereals or sugars probably holds carbon reduction potential.  

It is reasonable to say that, since 2008, a degree of consensus has developed in the 
scientific and regulatory community that ILUC is a real and significant effect in compari-
son to the potential emissions savings offered by using biofuels. Still, there remains a 
great deal of discussion about the magnitude of emissions intensity for individual fuels, 
with estimates spanning a range from below 10 to above 100 gCO2e/MJ, depending on 
feedstock. Some authors even predict negative ILUC effects (additional carbon seques-
tration), while the very highest estimates go above 200 gCO2e/MJ. Typically, gasoline 
and diesel life cycle emissions intensity is around 90 gCO2e/MJ, so for the highest 
estimates, ILUC alone would be enough to give a biofuel a higher carbon intensity than 
the fossil fuel it replaces. Economic modeling has taken a place at the center of the ILUC 
debate, and it represents the most common approach to trying to quantify emissions. 
Figure 1.2 gives an indication of the wide variation in ILUC factors found by of modeling 
approaches that have been applied since the publication of Searchinger et al. (2008). It 
shows that there is a trend for biodiesel estimates to be higher than ethanol estimates 
and that this is reflected in the range of ILUC factors proposed by regulatory agencies. 

The Joint Research Centre’s comparison of economic modeling efforts provides useful 
insight into the differences between the models. At the most basic level, the report 
shows that the projected area that would be converted to cropland as a result of a given 
increase in biofuel demand varies by a factor of three or four, more still if outliers are 
included (Edwards, Mulligan and Marelli 2010, p. 95, Figure 22). This number (the area of 
expansion of cultivation required for every unit of increase in biofuel demand) must be 
multiplied by the average carbon released by each hectare in the process of conversion 
to determine the expected magnitude of ILUC emissions. 
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Figure 1.2 Variation in ILUC emissions intensity from different modeling exercises 

Notes: The ranges shown for regulatory estimates of ILUC emissions intensity are based on the (California) Air 
Resources Board and RFS rules and the Laborde (2011a) analysis that is the basis for proposed ILUC emissions 
limits in Europe. 

Some estimates go even higher than 175 gCO2e/MJ (the highest was 350 gCO2e/MJ from LEITAP in Edwards, Mulligan, 
and Marelli 2010), but this graphic does not shown the full magnitude of these very high estimates. This report aims to 
include as comprehensive a characterization of the range in the literature as possible, but inclusion does not imply that 
the ICCT considers any particular value to be credible.

Sources: Results taken from Edwards, Mulligan, and Marelli (2010), E4tech (2010), Akhurst, Kalas, and Woods 
(2011), Searchinger et al. (2008), U.S. EPA (2009; 2010a,b,c; 2012), Fritsche (2010), ARB (2009), Tyner et al. 
(2010), Hertel et al. (2010a), Taheripour, Tyner, and Wang (2011), Al-Riffai, Dimaranan, and Laborde (2010a), 
Laborde (2011a), Tipper et al. (2009), Dumortier et al. (2009), Britz and Hertel (2011), Wang et al. (2011; 2012), 

Dunn et al. (2013), Overmars et al. (2011).   
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For many people, the wide variation in model results is confusing at first sight, and 
several groups have used the variability to argue that the whole idea of ILUC contains 
too much uncertainty to be used in regulation. One reason for the confusion is that it is 
often unclear what drives the differences and how to figure out which results are more 
or less credible.

What explains the differences? Should policymakers treat all models as equal? What 
evidence, if any, are the results based on? What assumptions do they work with? Is there 
a conflict between carbon savings and other public policy goals—for instance, are there 
cases where low ILUC emissions are predicted because of reduced food consumption by 
the poor?

This report aims to elucidate the key factors that affect the expected ILUC emissions 
due to increased biofuel use. By describing the kinds of shifts in production and 
consumption that lead ultimately to a prediction of emissions from land use change, the 
study also identifies some important policy considerations that merit attention.

1.1.1. Why are the land use implications of biofuels important?
Some commentators have contended that biofuels should not be held accountable for 
emissions that happen at one remove17. They point out that, for example, the average 
U.S. Midwestern corn farmer has no control over land use decisions in the Brazilian 
Amazon and that holding an industry to account for decisions made by third parties is a 
novel and arguably unfair approach to regulation. This line of reasoning asserts that the 
greenhouse gas emissions that occur from land use change are no more the responsibil-
ity of biofuels than they are of any other activity that uses land and therefore should 
not be considered in a life cycle analysis. One variation on this argument is the idea that 
every indirect land use change is somebody’s direct land use change, and the direct 
land use changes ought to be regulated at source (this reflects the national accounting 
regime under the Kyoto protocol). 

These arguments that biofuels producers should not have indirect land use change 
held against them are unsatisfactory for two reasons: 1) the producers of biofuels wish 
to claim environmentally friendly credentials, and 2) markets for biofuels are driven by 
governmental intervention for their purported societal benefits. 

In thinking about the first point, consider on what basis biofuels producers would be 
able to claim environmentally friendly credentials. In general, especially for ‘first-gener-
ation’ biofuels from crops like corn, wheat, or soy, biofuels are likely to perform worse 
on most environmental metrics than gasoline18—gasoline use is not associated with 
nitrogen leaching, has less impact on biodiversity than does agriculture, uses less water 
per megajoule, does not require phosphorus or pesticides, etc. Analyses by Yang et al. 
(2012) and EMPA (2012) both find that the weighted environmental impact of biofuel 
use is greater than that of fossil fuel use, even excluding indirect land use change. There 

17  “Incorporating indirect effects is part of a second-best policy and we should aspire to first-best policies” 
(Zilberman, Hochman, and Rajagopal 2010, p. 387); “The avoidance or reduction of an ILUC penalty … is 
unlikely to be sufficient to encourage feedstock producers to adopt mitigation practices” (Ernst & Young 2011, 
p. 21); “An indirect effect is, by definition, the application of someone else’s direct effect to another product 
or fuel. Once we start doing that, we are breaking down the very principles we are espousing in cap and trade 
and polluter pays” (U.S. Congress 2009, p. 4). 

18  Yang et al. (2012) note that “E85 does not outperform gasoline when a wide spectrum of impacts is 
considered. If the impacts are aggregated using weights developed by the National Institute of Standards 
and Technology (NIST), overall, E85 generates approximately 6% to 108% (23% on average) greater 
[environmental] impact compared with gasoline.”
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are some potential air quality gains, but the area in which biofuels producers primarily 
want to claim benefits is reduced greenhouse gas emissions, so for a biofuel producer to 
claim to be environmentally friendly, it must be able to make a convincing case that it is 
reducing greenhouse gas emissions compared with fossil fuels. 

The standard carbon accounting assumes that when one barrel of oil equivalent of road 
fuel is supplied by biofuels, then one less barrel of fossil fuel oil will be burned. In many 
accounting systems, the carbon emissions saved by this ‘avoided combustion’ of fossil 
fuel have been given as a credit to biofuels (e.g., the Kyoto Protocol biomass account-
ing rules, which are reflected in the European Emissions Trading Scheme). However, 
when cars burn biofuels instead of gasoline or diesel, they continue to emit about the 
same quantity of carbon dioxide from their exhaust pipes (as shown in Figure 1.3, most 
transport fuels have combustion emissions intensity in the range of 70–75 gCO2e/MJ). 
There is only a net carbon benefit if there is more plant growth in the world because 
of biofuel mandates (i.e., if more carbon is absorbed from the atmosphere every year), 
or if there is a cutback in other emissions (e.g., as a result of lower food consumption 
and metabolization or a reduction in decomposition of wastes). This increase in global 
biogenic absorption of CO2, or reduction in respiration, can be thought of as an offset 
against the carbon dioxide released by producing and burning the biofuel. It is simple to 
think of scenarios in which there would be no net increase in sequestration, for instance, 
if biofuels were produced directly by harvesting wood from old-growth trees or if a lot 
of biomass were cleared by burning to make way for biofuel crops. 
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Source: Edwards, Larivé, and Beziat, 2011

Just as with any other carbon offset program, in order for biofuels policy to deliver 
carbon savings, the absorption of carbon must be additional. This additional carbon 
offset can come in one of four areas:
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 » Food and feed19 consumption: If the crops diverted to biofuels are not replaced, 
there is an offset because those who consume the crops (people and livestock) 
emit less carbon through their breathing and wastes.

 » Average land productivity: If biofuel feedstock is provided through additional 
growth of crops on existing agricultural land, for example, by boosting yields or by 
replacing a less productive crop (in metric tons per hectare) with a more productive 
one, that additional carbon absorption into crops serves as an offset. 

 » Land use change: 

a. If land is converted to cropland and as a result sequesters more carbon than 
before in soils and persistent biomass, this yields a carbon credit. More typically, 
though, expansion into new lands will result in lower carbon stocks and hence will 
incur a carbon deficit. These emissions have been a focus of the indirect land use 
change discussion. 

b. In addition to changes to carbon stocks in the period immediately following 
conversion, there may be a long term change in annual carbon sequestration 
potential. For instance, growing oil palm trees sequestrate more carbon as 
biomass annually than grasses would. On the other hand, if annual sequestration 
is actually less than before (say that annual crops replace a growing forest), then 
there is a deficit or ‘forgone sequestration.’ 

 » Non-land-based emissions changes. This report concentrates only on land use 
change and related emissions, but there are other areas within and beyond 
agriculture where offsets could be delivered or additional emissions could occur. 
For example, the EPA considers emissions changes in methane from livestock and 
rice paddies in its life cycle analysis for RFS2. Several authors (e.g., Rajagopal, 
Hochman, and Zilberman 2011) have also noted that biofuels policy could result in 
changes in the overall consumption of energy. This is sometimes referred to as the 
‘fossil fuel rebound,’ the idea that the reduction in use of fossil fuel energy will be 
less than the increase in the use of bioenergy.  

The net carbon balance from biofuels production over a given period depends on 
the balance of these positive and negative effects. Land use changes are essential to 
calculating both the carbon credits and deficits in the equation. In other words, without 
considering land use change, it is premature to make any statement about whether 
biofuels reduce global emissions. 

If land use change emissions from biofuels were expected to be negligible when 
compared with combustion emissions,20 it might be legitimate to ignore them and 
assign a full credit for all biogenic carbon. However, there is good reason to believe 
that land use emissions for biofuel production will be significant. For instance, if 
biofuel feedstock were supplied entirely from conversion of even relatively low-carbon 
land, significant carbon consequences would still follow. The conversion of pasture 
in Europe to agricultural use would typically result in a reduction in carbon stocks 

19  Most agricultural production is for food (71 percent according to FAOSTAT, the statistics division of the Food 
and Agriculture Organization) or animal feed (26.5 percent according to FAOSTAT); however, there are also 
industrial uses such as the cosmetics industry’s as well as nonfood crops like rubber, cotton, and tobacco. 
Because food and feed predominate, this report adopts “food and feed” as shorthand, but that could include 
reductions in crops for these other activities.

20  Looking at land use change due to fossil fuel extraction instead of biofuels, Yeh et al. (2010) find emissions 
intensity of less than 1 gCO2e/MJ for California or Alberta oil on average, with a maximum of about 4 gCO2e/
MJ for oil sands mining.
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of about 30 metric tons per hectare (owing largely to a reduction in soil carbon 
storage).21 This is a much smaller carbon loss than would take place if forestland or 
other high-carbon ecosystems were converted and might be considered to represent 
one of the best cases for expansion of farming.22 Converting that pasture to wheat 
cultivation for bioethanol would result in ILUC carbon emissions of about 80 gCO2/MJ, 
more than from combusting the fuel.23 This suggests that, unless biofuel expansion can 
be achieved with limited land conversion, the land use emissions are likely to be on the 
same order of magnitude as combustion emissions. Certainly, it is impossible to make 
robust statements about the carbon implications of bioenergy without being able to 
argue for limited land use change. 

A robust assessment of ILUC is therefore a prerequisite for biofuels producers seeking 
environmentally friendly credentials. For most products, this would not be an existential 
problem since they would have a market even without environmental benefits. However, 
in almost all cases worldwide, biofuel production is driven by government interven-
tion. There are several possible reasons to incentivize biofuels, with three being most 
often quoted: reducing greenhouse gas emissions, supporting rural development, and 
enhancing energy security. If reducing greenhouse gas emissions is an important policy 
objective, the governmental authority setting biofuels policy needs to verify whether the 
policy will indeed deliver greenhouse gas savings. If environmental benefits cannot be 
demonstrated, there is at best a weak case for the policy. 

Unlike some environmental objectives, climate change mitigation is fundamentally 
global. It makes no difference to the U.S. government whether CO2 comes from Min-
nesota or Malaysia; the effects will be the same (whereas shifting U.S. conventional 
pollution to another country would at least deliver benefits for Americans, even if the 
other country might suffer). From a policy assessment viewpoint, it is therefore sensible 
to include known, quantifiable, and significant emissions even when they do not occur 
on the land from which the biofuel feedstock is actually being sourced. It follows that 
if a regulator, based on the best available evidence, believes that a carbon mitigation 
strategy will not reduce global carbon emissions, then that is clearly a bad climate 
policy. Refusing to incentivize a given biofuel in light of such concerns is not a question 
of unfairly holding farmers responsible for something they cannot change; it is a ques-
tion of science-based policy setting. 

1.2. INDIRECT LAND USE CHANGE MODELING
As mentioned above, modeling of indirect land use change, and in particular equilibrium 
economic modeling, has become central to the ILUC debate. This reliance on modeling 
reflects a desire to quantify the magnitude of indirect land use change emissions. In 
particular, modeling attempts to answer the question of whether a given bioenergy 
pathway can be a useful (and cost-effective) climate mitigation strategy. 

21  Emissions from land use change are discussed more thoroughly in section 3.6.
22  Pasture conversion is one of the better options, but the optimum case for land use change would be 

rehabilitating a low-carbon degraded landscape so as actually to increase the carbon storage. 
23  This calculation is based on 30 metric tons carbon loss per hectare and the EU’s Renewable Energy Directive 

default wheat and ethanol yields. 
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The most widely quoted modeling attempts use partial24 or general25 equilibrium eco-
nomic models. Using an economic model to estimate ILUC involves the following steps:

1. Choosing a baseline against which to compare the results of the modeling. 
Predicting the total area that would be under cultivation if various countries 
pursued ambitious biofuels strategies would be useless in isolation. What is im-
portant is the change in land use patterns, compared to a counterfactual world 
without biofuels. Some models set a baseline in the future—a projection for what 
the world might be like in, say, 2020 without increases in biofuel demand. These 
include MIRAGE for the European Commission and FAPRI-FASOM for the EPA. 
Others set their baseline as current, such as the GTAP modeling for ARB’s LCFS. 
Modelers use the same year for their scenarios as is used in the baseline. For 
instance, MIRAGE compares a prediction for global land use in 2020 if additional 
biofuels are cultivated against the counterfactual of extant biofuels policies 
continuing through that same year. In contrast, GTAP models an immediate 
increase in biofuel demand and compares it to the present situation. In principle, 
a baseline could be defined with no biofuels at all. Generally, though, the base-
line accommodates some pre-existing level of biofuel use. 

2. Defining the scenario. Various modeling exercises aim to assess different policies 
and answer different questions. U.S. modeling normally aims to examine the 
effects of U.S. policies like RFS2 or LCFS. GTAP modeling for CARB, for instance, 
looks at the possible land use consequences of the levels of biofuels adoption 
expected under the LCFS, compared with existing levels. This involves applying 
a ‘demand shock’ to the model—that is to say, having arrived at an equilibrium 
solution as the baseline, the next step is to increase biofuels demand and have 
the model come to a new equilibrium. European modeling (e.g., MIRAGE) tends 
to incorporate the effects of the Renewable Energy Directive. MIRAGE first al-
lows the initial equilibrium to evolve to a 2020 equilibrium (considering external 
events like population increase that will affect agricultural markets). This gener-
ates the baseline. The model is then run again applying a demand shock, forcing 
biofuel use in Europe to increase each year to 2020 in line with the Renewable 
Energy Directive targets and letting the model progress to an adjusted 2020 
equilibrium that includes elevated biofuel use.

3. Having established a baseline and run a scenario, the modeler must compare the 
two levels of land use. Presumably, land use is higher in the scenario involving 
increased biofuels production—the difference must be assessed for each region 
that is modeled.

4. The change in land use must be split between different land types. For GTAP, 
this is done endogenously in the model—it includes only categories of managed 
land and internally distinguishes between pasture, managed forest, and cropland 
(and, latterly, cropland-pasture). For other models, the type of land converted 
may not be determined within the model. FAPRI, as an example, calculates the 
total land use change in a region, and the EPA then estimates how this might be 
split between forests, grasslands, and such based on historical patterns. MIRAGE 
falls in the middle: the model determines the split of expansion between man-

24 Partial equilibrium models focus on one specific sector (in this case, agriculture) and do not allow adjustments 
in other areas of the economy in response to demand changes in the model. 

25 General equilibrium models attempt to encapsulate the entire economy. This normally requires sacrificing some 
of the sectoral detail of the partial equilibrium models but allows more ways to adjust to demand changes. 
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aged pasture and forest and unmanaged lands, but because the specific land 
type within the category of unmanaged land is not defined in the model, it uses 
historical data regarding land expansion to allocate between categories such as 
unmanaged grassland and unmanaged forest.

5. Once the changes in cultivated area are established, the modelers must assign 
carbon emissions to them. In general, economic models do not contain assump-
tions about the carbon stock changes when land uses shift, so this information 
has to be applied ex post facto. For instance, for the original ARB ILUC factors, 
the carbon stock changes were calculated based on the Woods Hole Oceano-
graphic Institution dataset. 

There are numerous challenges in modeling indirect land use change. The most funda-
mental and unavoidable challenge is common to any modeling attempt that looks to 
establish a counterfactual: it is not possible to peer into the future, or to lift the lid off 
the universe to explore a parallel reality in order to know what would have happened 
if biofuel mandates were either larger or smaller. In reality, every individual decision 
regarding whether to convert a given piece of land is based on myriad local circum-
stances. The best that the modelers can do is to try to reflect the most likely behavior, 
based on their understanding of how decisions are made and on what has happened in 
the past. Provided that the many local decisions average out to approximate economi-
cally rational behavior, a model can still aim to give a reasonable estimate. This is what 
Plevin et al. (2010) refer to as ‘epistemic uncertainty.’ 

Another fundamental challenge is building a model that actually provides a good 
representation of behavior in the real world. Economic models are complicated pieces of 
software; nevertheless, they are forced to radically simplify complex economic processes. 
Land use assumptions in GTAP and MIRAGE, for instance, are heavily based on the use 
of ‘constant elasticity of transformation’ functions. In these functions, land uses within a 
given model region are able to switch in accordance with a formulaic approximation of the 
world. In brief, if the price of one crop increases, then the model would expect a switch 
from other land uses toward that crop. The magnitude of these changes in land use is 
determined by a parameter called elasticity of transformation (a higher elasticity means 
more switching) but also by the initial state: if almost all the land in a region is already 
cropped, the function will assume less land use change than if there is more of a balance 
between land uses at the start. Often these functional forms will provide a reasonable 
approximation of real average behaviors, but there will always be real-world exceptions 
attributable to more complex political, legal, social, or economic issues. There will always 
be a limit to how well a model can capture these multifarious motivations. 

Other models, however, may use different functional forms, model different regions, and 
choose different sets of crops. If one crop is particularly important to the results, then it 
might affect the outcomes significantly if it is not modeled individually but (as with palm 
oil in GTAP, which is grouped with oilseeds generally) is aggregated with others. The 
treatment of international trade is also important in the models, especially for investigat-
ing effects in countries other than the one that prompted the biofuel demand increase. 
Some models use a treatment called ‘Armington elasticities’ that restricts or encourages 
trade between certain nations. These are normally based on some analysis of historical 
trading patterns. However, if a new region is likely to emerge as a key feedstock source, 
this would be difficult to model based on historical trade relations. Other models assume 
that there is a single world market in which all nations trade equally freely. This approach 
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could fail to capture preferential trading relationships—for instance, the United States 
trades more with Canada than with Iran, and the model ought to reflect this. 

These types of questions, questions about the fundamental appropriateness of the model 
being used and its ability to predict land use changes are what Plevin et al. (2010) refer to 
as ‘decision uncertainty.’ While several models have been tested and subjected to calibra-
tion against real data, this is difficult. In many cases the models were originally designed 
to resolve quite different types of questions, and therefore much of the testing will not 
have focused on land use change prediction. There is a risk that some technical character-
istics of models may lead them to overestimate or underestimate ILUC systematically.

The third major category of uncertainty relates to data. Models are built on a sometimes 
bewildering array of parameter inputs, notably, data about world agricultural trade and the 
elasticities that define the relations between pairs of commodities, land types, products, 
and so on. Agricultural trade data can sometimes be lacking in the areas most relevant to 
the modeling; for example, the GTAP team at Purdue has had to work extensively to add 
trade in biofuels to the GTAP database to facilitate its modeling work. Elasticities can be 
calculated from historical data, if available, but in reality, they often are not. Data may be 
limited, and often values will only be available for some regions (it is not unusual for trade 
relations in all regions to be modeled on parameters calculated for the United States). 
Where elasticities have been published, it is burdensome to test the quality of every 
calculation. In some cases values in the literature may be based on periods in which a very 
different policy regime was in place and may therefore be unrepresentative of the current 
situation. If the relationships between a few critical parameters in a model are off, that 
could severely alter the outcomes, yet, given the complexity of the modeling, the linkage 
between a given parameter and the eventual answer may not be clear. 

1.2.1. Other methodological questions
This report focuses on effects in the real economy that determine the size of indirect 
land use changes and on how those effects are represented in the models. There are 
other modeling choices that may affect outcomes that will not be considered here. 
One concerns timing. In Europe, regulators have followed the Intergovernmental Panel 
on Climate Change convention for time accounting of land use change emissions by 
spreading (or ‘amortizing’) them over a 20-year period. In America, in contrast, 30 years 
has been adopted as the amortization period. This means that, for the same set of land 
use changes, a U.S. model would only report two-thirds of the ILUC emissions reported 
by an EU model. There are also important questions that revolve around defining how 
to model the biofuels policy scenario and its counterfactual. One question is whether 
ILUC factors should be modeled based on a small additional biofuel demand or a large 
one? There is evidence that the results of some models tend to be approximately linear 
as total biofuel demand changes, but this may not always necessarily be the case. 
What happens to food consumption in the baseline scenario—if food consumption 
shrank, maybe there would be more low-carbon land available for biofuel production? 
Should ILUC be modeled on a static basis (comparing the boost in biofuel demand and 
the counterfactual at a single point in time, as done in GTAP) or should the model be 
dynamic, so that the future can be modeled more explicitly (as in MIRAGE or FAPRI-
FASOM)? Does it make a difference if demand for several biofuels is modeled at the 
same time (should biodiesel demand, to take an example, be included or excluded from 
the baseline for the corn ethanol scenario)? All of these modeling questions are impor-
tant but will not be covered in this report (c.f. section 1.3). 



37

A GUIDE FOR THE PERPLEXED TO THE INDIRECT EFFECTS OF BIOFUELS PRODUCTION

1.2.2. Noneconomic modeling approaches
As well as these economic modeling systems, there have been a smaller number of at-
tempts to use simpler, spreadsheet-type models to look at possible ILUC scenarios. Uwe 
Fritsche at the Öko-Institut (Fritsche 2010) suggests a system based on a ‘deterministic’ 
analysis of existing trade flows and carbon implications of continuing historical patterns 
of cultivation expansion. The institute has determined that the average carbon cost of 
land expansion for biofuel crops in 2005 was 270 metric tons of CO2 per hectare and 
makes a case that if new biofuel feedstocks are sourced at most 75 percent from land 
expansion, this implies a maximum ILUC emission of 10.2 metric tons of CO2 per hectare 
per year (amortized over twenty years). In this approach, all fuels are assumed to affect 
land distribution in the same way, so the ILUC emissions per hectare are divided by the 
yield per hectare for each crop to give crop-specific ILUC. While this approach has the 
benefit of simplicity, it may represent poorly the ILUC risk associated with some crops. 
Notably, because palm oil has higher yields than any other vegetable oil, it would be 
assigned the lowest ILUC factor. In reality, there is reason to believe that palm plantation 
expansion is particularly strongly connected to deforestation and peat destruction 
(Mietinnen et al. 2012), and the Öko-Institut ILUC factors would fail to capture this.

A second approach comes from the consultancy E4tech, which has built a ‘causal descrip-
tive’ modeling framework for ILUC (E4tech 2010). In this scheme, the consultants attempt 
to make predictions based on expert knowledge and analysis of historical patterns about 
what the main responses to an increased biofuel mandate will be. Unlike an economic 
model, in which the results characterize the sum of thousands of larger and smaller 
changes across the economy, a causal descriptive model assumes that a few trading 
relationships and land use patterns will be dominant. As an example, in E4tech’s modeling 
of ILUC for European oilseed rape biodiesel, it considers changes in the cultivated area of 
oilseed rape only in Europe itself, the Ukraine, and Canada. In a global economic model, 
in contrast, changes would be predicted for many other countries. The causal descriptive 
model also ignores the more intricate economic relations, so effects including the possibil-
ity that changes in feed prices might cause an important shift in livestock feeding patterns 
are not allowed for. The advantage of a causal descriptive framework is the relative 
transparency about the primary market dynamics that its creators believe will determine 
the result. The potential disadvantages are that the results may ignore more complex 
economic interactions that are actually important and that, by leaving so much to expert 
judgment, it would be possible for different experts to produce wildly different results. 

There have also been some papers attempting to use historical statistical analysis to 
identify ILUC,26 with inconsistent results. These approaches will not be discussed here. 
What is of primary interest is the range of possible responses to increased biofuel de-
mand and the land use implications of those responses rather than discussing what has 
happened to date. Moreover, given the novelty of large-scale biofuel markets and the 
fact that they are still small relative to other uses of agricultural commodities, it may not 
be possible to derive statistically useful information about the impact of biofuel demand 
on land use compared with other market influences (although some useful correlations 
and apparent causation may be identifiable). Finally, the analyses have been contentious, 
and a discussion of the relative merits of statistical approaches to this type of historical 
data analysis is beyond the scope of this paper. Certainly, this type of work does not 
appear to be mature enough to draw any convincing conclusions from the results.

26  Arima et al. (2011), Kim and Dale (2011), Oladosu et al. (2011), Overmars et al. (2011).
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1.2.3. Modeling: In conclusion
With this wide variety of modeling approaches, each based on complex sets of interact-
ing parameters, it can be challenging to get a sense of what is really driving the results. 
The Joint Research Centre (Edwards, Mulligan, and Marelli 2010) attempted to facilitate 
discussion of model differences by breaking down the disparate model results in various 
ways, and several papers have done likewise more or less successfully. This report does 
not aim to explain why each model gives the results it does or to break apart the esoteric 
details of various functional forms and economic assumptions. However, the model results 
provide a useful lens through which to consider ILUC. The results from each model can 
be understood as mapping out a scenario for the way that biofuel demand expansion 
will happen in the real world, and exploring what the models are predicting27 can help 
to illuminate the discussion of what would contribute to either larger or smaller indirect 
emissions. The following chapter uses the model results as a vehicle to explore different 
answers to questions like, “Will food consumption drop, and where?”; “What will happen 
to yields?”; and “Will agricultural expansion encroach on forests or pastures?”

1.3. THIS REPORT—A GUIDE FOR THE PERPLEXED
The generosity of the Earth allows us to feed all mankind; we know enough about ecol-
ogy to keep the Earth a healthy place; there is enough room on the Earth, and there are 
enough materials, so that everybody can have adequate shelter; we are quite competent 
enough to produce sufficient supplies of necessities so that no one need live in misery.

—E .F. Schumacher, from A Guide for the Perplexed (Harper Publishing, 1977) 

We naturally like what we have been accustomed to, and are attracted towards it.... 
The same is the case with those opinions of man to which he has been accustomed 
from his youth; he likes them, defends them, and shuns the opposite views.

—Moses Maimonides, from The Guide for the Perplexed (12th century A.D.)

It turns out that despite the complexity of the models, only a handful of easily 
understandable assumptions are important in determining the simulation results. 
By showing the effect of these assumptions on the predicted economic costs, not 
just in one particular model but in all of them, this report can help readers to apply 
their own judgments about which models are more realistic and to reach their own 
conclusions about which economic predictions are more credible.

—Robert Repetto and Duncan Austin, from The Costs of Climate Protection:  
A Guide for the Perplexed (World Resources Institute, June 1997)

This study is not the first, and doubtless will not be the last, to review the subject of indirect 
land use change. The British government’s Gallagher Review (UK RFA 2008) assessed six 
questions about the likely impacts of biofuel demand, with the aim of drawing conclusions 
about the nature and level of the risks and making recommendations on how these risk 
should be dealt with in government policy and carbon accounting. The European Commis-
sion’s Joint Research Centre (Edwards, Mulligan, and Marelli 2010) approached the question 
by setting up a framework to compare the results of various economic modeling exercises. 
The European Commission Directorate-General for Energy (EC DG Energy 2010) produced 

27 Some (if not all) economic modelers might take issue with the use of the term “prediction” to describe their 
work. It must be understood that the real world is subject to many more and often larger economic stimuli 
than just biofuel mandates, and so a model prediction for 2020 should not be understood as a prediction of 
what the world will actually be like in 2020 but a scenario to allow for comparison. The prediction is not of 
how the world will be, but of the difference that added biofuel demand is likely to make. 
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a literature review focused on comparing “methodological and data choices” in various 
studies attempting to quantify indirect land use change. The U.S. Department of Agriculture 
reported to Congress (Marshall et al. 2011) on the state of knowledge about the drivers of 
land use change and the models used to assess it, with the intention of providing a neutral 
survey of the literature. Ecofys, a renewable energy consultancy, reported to the Global 
Bioenergy Partnership (Ecofys 2011) as part of its discussion of the indirect effects of bio-
fuels production, with a focus on explaining modeling attempts to quantify indirect effects 
and exploring options to avoid or minimize them. California’s Air Resources Board Expert 
Workgroup on Indirect Land Use Change (2010) produced a series of reports considering in 
detail a range of questions critical for California’s modeling of ILUC. There are other papers 
and reports available covering the same areas to a greater or lesser extent.

This report does not aim to be a comprehensive literature review in the style of the 
DG Energy or U.S. Department of Agriculture reports. It is not built around a new 
quantitative analysis in the way that the JRC model comparison is. Rather, as the World 
Resources Institute (Repetto and Austin 1997) did for the cost of climate action in The 
Costs of Climate Protection: A Guide for the Perplexed, this report aims to identify and 
explore the key factors that determine the amount of indirect land use change occurring 
in the real world. Based on this analysis, it looks at how these factors are represented 
in the major models being used for regulatory purposes and how they influence the 
estimates on which policymakers must base their decisions. 

Given the many hundreds and thousands of pages devoted to this topic, it is not a 
simple thing to make a truly useful addition to the corpus. This report tries to take a step 
back from the specifics of this or that economic model, in order to provide a detailed 
but accessible walk-through of the six principal determinants of indirect land use change 
emissions, not only in the models but also in the real world. Throughout the report, the 
modeling exercises are brought back in an effort to illuminate how the six determinants 
have been dealt with and how that has affected the results. With its scope restricted 
to the science of ILUC, the report does not consider other indirect emissions implica-
tions of bioenergy, nor does it attempt any comparative analysis of the different policy 
approaches that may be available to deal with ILUC. Discussion about ILUC models here 
is largely restricted to those associated with regulatory action in the United States and 
proposed regulatory action in the EU. There is no attempt to make an overall recom-
mendation about which model is better or worse, rather to provide a framework to allow 
the reader—whether an academic, a regulator, a policy official, an investor, or just an 
interested member of the public—to make an informed decision about the plausibility 
of the results of different models, notably, whether it seems reasonable to believe that a 
given biofuel pathway will actually deliver a net carbon emissions reduction compared 
with the fossil fuel production it seeks to replace.

In the end, having read this report the reader should be better placed to understand 
what the results of a given model really mean, and most importantly to be able to make 
a better informed judgment about whether it seems reasonable to believe that a given 
biofuel pathway will actually deliver a net carbon emissions reduction compared to the 
fossil fuel it aims to replace. 
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2. DIRECT EMISSIONS
Before examining indirect land use change, it is worthwhile to take a brief look at the 
direct emissions associated with fossil fuels and biofuels. ‘Direct emissions’ means 
the greenhouse gas (GHG) emissions that result from both fuel combustion and the 
production processes to make the fuels. It has already been shown that combustion 
emissions intensity is around 70–75 grams of carbon dioxide equivalent per megajoule 
(gCO2e/MJ) for all of the main liquid transport fuels (Figure 1.3). But the emissions re-
sulting from production can show wide variation depending on feedstocks in particular 
but also on extraction energy (for fossil fuels), agricultural practices (for biofuels), and 
processing efficiency. 

Figure 2.1 shows the well-to-wheels emissions intensity of fossil fuels, as modeled by 
Jacobs (2009). There is a relatively limited overall variation in total well-to-wheels 
emissions intensity of about 20 gCO2e/MJ. This variation is largely driven by the amount 
of energy used in oil production (oil sands especially require large energy inputs to 
produce), the amount of energy required to refine different specifications of oil, and the 
volumes of associated gas that are flared or vented.   
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Figure 2.1. Variation in WTW GHG emissions for crude and bitumen

Source: Jacobs, 2009

Figure 2.2 shows the variation in the carbon intensity of biofuels supplied in the United 
Kingdom in 2009/2010. For biofuels, the difference between the highest and the lowest 
emissions intensity is much higher than for fossil fuels, more than 100 gCO2e/MJ.  
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Figure 2.2. Variation in carbon emissions for selected biofuel feedstocks and countries of origin as 
reported to the UK Renewable Fuels Agency for 2009/10: biodiesel (top) and ethanol (bottom) 

Source: Renewable Fuels Agency, 2011

MSW = municipal solid waste

Note: It is conventional in biofuel LCA to give a credit to biofuels equivalent to their combustion 
emissions. Combustion emissions are included to be consistent with the argument that a robust 
ILUC analysis is necessary before a biogenic carbon credit should be given. 
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Among the production emissions, the contributions made by the cultivation, processing, 
and transport components can also vary widely. Figure 2.3 shows the emissions differ-
ences between various feedstocks as defined in the EU’s Renewable Energy Directive. 
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Figure 2.3 Typical production emissions intensity as defined in the European Renewable Energy 
Directive, split into transport, processing and cultivation

Along with variation between fossil fuel feedstocks and between biofuel feedstocks, 
there is a degree of variability in quantifying the emissions intensity even for a particular 
feedstock. For instance, the typical emissions for palm oil biodiesel quoted in the 
Renewable Energy Directive range from 32 to 54 gCO2e/MJ, depending on whether 
methane is captured.

Beyond variation stemming from different production practices, there can be genuine 
uncertainty in the estimation. Issues in life cycle analysis such as the rate of nitrous 
oxide release due to fertilizer application are still being researched and disputed (e.g., 
Reay et al. 2012). Nevertheless, the challenge of improving the accuracy and certainty 
of direct emissions estimates is relatively well defined, and it is known which additional 
research would allow direct emissions to be increasingly tightly quantified. With 
indirect land use change, by contrast, it can often seem unclear how one would go 
about improving estimates since ILUC cannot be neatly identified in historical data or 
measured with instruments. 
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3.  WHAT ARE THE DETERMINANTS OF  
ILUC EMISSIONS?

It is a simple tenet of economics that an increase in demand for a product, all other 
things being equal, will manifest itself in an increase in price for that product. This 
premise is central to the concept and the economic modeling of indirect land use 
change (ILUC). 

In an economic sense, indirect land use change occurs because when biofuel markets 
expand the return to investment from bringing new land into production improves. 
Hence, investors will convert more land to cultivation in a world with active biofuels 
policies than otherwise. However, as outlined in Chapter 1, land expansion is only one 
of several possible responses to higher food commodity prices. To get an appropriate 
estimate of the likely scale of emissions from indirect land use changes, one must also 
consider the other responses to increased biofuel mandates. 

Informed by existing economic modeling and other studies in the field, this report identi-
fies six primary factors that determine the size of the emissions expected from indirect 
land use change. These dictate how much of the response to stricter biofuel mandates 
will happen on the demand side, how much on the supply side (and how much of that 
from land expansion), and what the carbon implications of those land use changes are. 

The first factor, determining whether people eat less food as prices change, is elasticity28 
of food demand to price. If food consumption is highly elastic relative to price, it means 
that a small price increase spurred by biofuel demand would cause people to eat much 
less, making the uneaten material available for conversion to biofuel. On the contrary, if 
food demand is relatively inelastic to price, then even a large price change would have 
little effect on diets, and the material for biofuels production would need to come from 
somewhere on the supply side.  

Working out how the productivity of the agricultural system changes as a result of new 
crop demand is more complicated. Three parameters interact to determine the overall 
productivity effect (and each of these could in theory be broken down even further). 
The first of these is the elasticity of yield to price. This factor determines how the 
average yield of a given crop changes in response to a price change. If raising yields is 
easy, and farmers are very responsive to price, yield increase can deliver the raw material 
to make biofuels without requiring large areas of new land or forcing people to eat less. 
If, on the other hand, raising yields is difficult or farmers are unresponsive to prices, 
then each field will still produce the same amount of crops as before, and the biofuel 
feedstock will need to come from new land or reduced consumption. 

The second determinant of productivity is choice of crops.29 Some crops are more 
productive, in terms of metric tons of raw material produced per hectare, than others. 
The nutritional content may vary, but if the focus is on sheer quantity of production 
then growing more of the highest-yielding crops, and less of crops with low yields, can 
change the productivity of the system as a whole. 

28 In economics, the elasticity of some quantity (such as demand or yield) to price is a measure of how much 
that quantity changes if prices change. 

29 This can include choosing whether to raise cattle on pasture, which has a lower productivity in terms of food 
yield per hectare, or to grow crops for direct human consumption, which is much more productive. 
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The third factor is utilization of co-products.30 Consider corn: from which only about 
two-thirds of the material in the grain can be fermented into ethanol. The rest, including 
proteins and fats, is left over for other uses or disposal. The least productive fate for this 
co-product would be simple discarding; an alternative use might be to burn it for heat 
and power, but the standard current usage is as animal feed. This use is also the most 
efficient in terms of limiting ILUC, as it reduces demand for other grains. If co-products 
are well utilized, that is equivalent to increasing the productivity of the land. 

If productivity gains are not adequate to meet the need for increased feedstock supply, 
the rest must come from growing crops on new land. The rate at which land expansion 
occurs is determined by the elasticity of area to price. If area is greatly price elastic, it 
means that farmers will respond to a small price change by clearing and cultivating lots 
of new land, so that there will be little need to increase yields or eat less, and the ILUC 
will be large. In contrast, if area elasticity is small compared to food consumption and 
yield elasticity, then only a small area will be converted. 

The final factor affecting the magnitude of ILUC emissions is the carbon stock of new 
land. The balance of productivity increase, demand reduction, and land expansion 
dictates how many new hectares are needed, but translating that into an ILUC emissions 
intensity requires knowing (or estimating) how much carbon is released when that land 
area is cleared. If new land is taken primarily by clearing forest, the emissions are likely 
to be high. If new land can be found with sparse vegetation and low levels of organic 
carbon in the soil, the emissions will be much less. 

The following sections explore each determinant in turn, looking at what can be learned 
from the literature and how they have been captured in previous economic modeling. 

3.1. ELASTICITY OF FOOD DEMAND TO PRICE
The initial market response to increased demand for biofuel feedstocks will be to raise the 
price of those feedstocks. It is simple economics that increasing the price of some good 
will tend to reduce its level of consumption. If the price of cigarettes goes up, fewer people 
will smoke. If the price of televisions goes up, people buy fewer new televisions. In the same 
way, if the price of feedstocks rises due to increased demand for biofuel, we expect to see 
consumption of feedstocks fall in other sectors of the economy. The current generation of 
biofuels is based on crops that would otherwise largely supply food and feed.31 ‘Food’ in this 
context means grain or produce intended for human consumption, such as wheat to make 
bread. ‘Feed’ (or ‘fodder’) refers to crops destined for animal consumption, such as wheat 
being fed to pigs. When increased biofuel demand raises the price of agricultural commodi-
ties, it is therefore expected that a reduction in food and feed demand will follow. 

30 Co-products are different products derived from the same feedstock. For instance, in the case of oilseeds, 
one co-product from oil pressing is vegetable oil (which can be used for biodiesel), while a second is oil meal 
(which can be fed to livestock). 

31 There is also some level of competition with other markets for clothing fibers, cosmetics, and so on. For 
palm oil, for instance, cosmetics markets are currently of an importance comparable to or greater than 
biofuels markets—hence the sharper focus in the past by campaigning organizations such as Greenpeace 
on deforestation driven by cosmetic brands such as Unilever’s Dove (see, e.g., http://www.greenpeace.
org/international/en/multimedia/photos/stop-dove-destroying-forests-f/) than on palm oil as a biodiesel 
feedstock. Rather than constantly saying “food, feed, clothing fiber, cosmetic and other demand”, subsequent 
instances will simply reference “food and feed demand” as a shorthand, as these remain the most significant 
markets (according to the Food and Agriculture Organization’s statistics division, FAOSTAT, 71 percent of 
agricultural output is for human consumption and 26.5 percent for animal feed). This does not mean that 
those other uses of agricultural resources are not subject to the same price dynamics—they are. There can 
also be knock-on consumption impacts on commodities like cotton that are not themselves biofuel feedstocks 
but that compete with feedstocks such as corn for land. 

http://www.greenpeace.org/international/en/multimedia/photos/stop-dove-destroying-forests-f/
http://www.greenpeace.org/international/en/multimedia/photos/stop-dove-destroying-forests-f/
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When modeling indirect land use change, the projected magnitude of this drop in 
consumption is one of the key results. If a price rise from adding 100 million metric tons 
of corn demand for biofuels results in other sectors using 50 million metric tons less, this 
substantially reduces the net increase in demand for corn and hence any need for land 
expansion. If, on the other hand, adding 100 million metric tons of demand for biofuels 
reduces demand in other sectors by only 5 million metric tons, this will have only a 
marginal effect on net land demand. Thus, the larger the effect of biofuel mandates on 
food consumption, the less indirect land use change is expected. It is important in mak-
ing policy decisions about indirect land use change that this dimension is considered. In 
particular, it might be considered undesirable to incentivize a biofuel feedstock specifi-
cally because a model predicts reduced consumption of that feedstock as food in the 
developing world, but this would be one possible outcome of using ILUC factors without 
consideration of food effects. 

Roberts and Schlenker (2010), whose results and methodology shall be discussed 
further in section 3.5.1, use historical econometric analysis to compare the size of the 
demand response to price (reduced food consumption) with the supply response to 
price (more production through increased area under cultivation and productivity gains) 
for the world’s four major crops: wheat, corn, soy, and rice. They find that there is a 
statistically significant demand response to price and that it is somewhere between half 
and the same size as the supply response. This suggests that (assuming the four major 
commodity crops are representative of the system as a whole), one might expect reduc-
tions in consumption to free up between a third and a half of the feedstock required to 
meet biofuel mandates.  

Increases in staple food prices are expected to have more deleterious welfare effects for 
poorer people than for richer people, and in the developing world than in the developed 
world. In general, it is assumed that demand elasticity will be greater among the poor, 
for several reasons. First, the poorer a person is, the higher the percentage of household 
income that must be spent on food staples.32 For a poor African, food purchases will 
represent a larger percentage of overall expenditures than for a rich American. Second, 
the prices people in the developing world pay for food tend to be more sensitive to 
underlying commodity prices because they are eating staple food with less value 
added.33 To give a simple example, a 50 percent increase in corn prices could mean a 25 
percent increase in the overall food bill for a poor African but perhaps only a 1 percent 
increase (or even less) in the food shopping bill for a rich American. The combination of 
these effects might mean that, for a poor African, a 50 percent price hike for corn would 
represent a very noticeable change, and it might be difficult to maintain expenditure on 
food in response. For a rich American, on the other hand, the increase in grain prices 
would represent a small increase in the food bill, one that could be easily afforded and, 
indeed, for many people, hardly noticed. Given this line of reasoning, it would seem logi-
cal that in the event corn prices did increase 50 percent, the demand response among 
the African poor would be much greater than among the American rich. 

While this narrative seems plausible, it is possible to identify circumstances that might in-
crease developed world demand elasticity as well. It was noted above that food for people 
in the developed world is often more heavily processed than in the developing world; that 

32 International Comparison Project (ICP) 1996 data suggest that the average consumer in a low-income country 
spends more than 50 percent of income on food, beverages, and tobacco (Seale, Regmi, and Bernstein 2003). 

33 Seale, Regmi, and Bernstein (2003).
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is, the price of food is more reflective of labor and other costs than the costs of the raw 
food commodities used to manufacture it. While this insulates consumers from commod-
ity prices, the company doing the food processing may pay a lot more attention to prices 
than the consumers themselves would, and look for opportunities to reduce raw material 
inputs. As a simple example, it was widely reported in the British media in late 2011 that 
the chocolate company Cadbury was reducing the number of chocolates in each box 
without lowering the price.34 The company explicitly blamed the change on the rising cost 
of cocoa. While it seems likely that some consumers will respond by simply buying more 
boxes of chocolate (inelastic demand for cocoa), other consumers may well end up eating 
less, perhaps without realizing the difference (elastic demand for cocoa). Reduction in the 
consumption of food commodities by intermediate producers (like chocolate companies) 
is an important consideration in the International Food Policy Research Institute’s Model-
ing International Relationships in Applied General Equilibrium (IFPRI-MIRAGE) modeling 
for the European Commission by David Laborde (2011a).35 

The Economic Research Service (ERS) of the U.S. Department of Agriculture (USDA) 
reported in 2003 on the question of how food consumption response to price varies 
with income. The report, using 1996 data from the International Comparison Project 
(ICP), finds clear evidence that “demand responses to price changes are also generally 
the largest for poorer countries and decrease with affluence” (Seale, Regmi, and Bern-
stein 2003, p. iii). For instance, the price elasticity of consumption of bread and cereals 
for Tanzania is given as 0.62, while for Germany it is 0.15 and for America, 0.05. Several 
models reflect this hierarchy of higher consumption elasticity in poorer countries. Hertel 
et al. (2010b, p. 11) observe, “Direct consumption of coarse grains [grains other than 
wheat or rice] is only modestly affected in the U.S. (-0.9%), owing to price-inelastic 
demand,” while the International Food Policy Research Institute (IFPRI) draws food 
demand elasticities for MIRAGE directly from the USDA ERS’s work. The ERS also notes 
that demand for staple foods is less elastic than demand for higher-value products such 
as meat and fish. This dynamic is also reflected in the Global Trade Analysis Project 
(GTAP) model. Based on the USDA research, it is reasonable to expect that increases in 
feedstock prices will disproportionately harm less affluent people in lower-income na-
tions (the impacts should also be greater on less affluent people in high-income nations 
than on the wealthy). 

While there is good reason to believe that for the same change in price, poor people will 
react more strongly than rich people, a price shock originating from the United States 
will not be perfectly transmitted to developing world markets. For example, an increase 
in biofuel demand that raised U.S. corn prices by 20 percent might only lift world prices 
by 10 percent, and this might result in a 5 percent rise in a certain developing country. 
This means that people in the developing world are likely to experience a smaller price 
change than people in the richer countries where biofuel mandates are being put in 
place. Some countries in particular have food markets that are relatively insulated from 
global prices, whether by government policy or physical remoteness (the larger the 
contribution of transport cost to food prices, the more weakly changes in fundamental 

34 See http://www.telegraph.co.uk/foodanddrink/foodanddrinknews/8739531/Cadbury-cuts-the-size-of-its-
chocolate-tins.html; http://www.dailymail.co.uk/news/article-2033526/Cadbury-s-start-pruning-Roses-
First-sliced-chunks-bars-Dairy-Milk-Now-11-sweets-vanish-tin.html; http://conversation.which.co.uk/
consumer-rights/food-prices-budget-supermarket-shrinking-products/; http://www.mirror.co.uk/news/top-
stories/2011/09/04/cadbury-roses-and-heroes-shrunk-in-size-but-not-in-price-115875-23394541/

35 Laborde notes that intermediate consumption can be reduced because, for instance, of the “decrease of the 
average contents of flour in processed food” (p. 82). 

http://www.telegraph.co.uk/foodanddrink/foodanddrinknews/8739531/Cadbury-cuts-the-size-of-its-chocolate-tins.html
http://www.telegraph.co.uk/foodanddrink/foodanddrinknews/8739531/Cadbury-cuts-the-size-of-its-chocolate-tins.html
http://www.dailymail.co.uk/news/article-2033526/Cadbury-s-start-pruning-Roses-First-sliced-chunks-bars-Dairy-Milk-Now-11-sweets-vanish-tin.html
http://www.dailymail.co.uk/news/article-2033526/Cadbury-s-start-pruning-Roses-First-sliced-chunks-bars-Dairy-Milk-Now-11-sweets-vanish-tin.html
http://conversation.which.co.uk/consumer-rights/food-prices-budget-supermarket-shrinking-products/
http://conversation.which.co.uk/consumer-rights/food-prices-budget-supermarket-shrinking-products/
http://www.mirror.co.uk/news/top-stories/2011/09/04/cadbury-roses-and-heroes-shrunk-in-size-but-not-in-price-115875-23394541/
http://www.mirror.co.uk/news/top-stories/2011/09/04/cadbury-roses-and-heroes-shrunk-in-size-but-not-in-price-115875-23394541/
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commodity prices will be felt). For crops like corn and wheat, the most direct impact is 
also likely to be on feed prices for livestock, and in the developing world poor people 
are much less likely to be consumers of meat. None of this eliminates the potential for 
biofuels to increase food insecurity, but it does mean that poor people in the developing 
world are unlikely to experience the bulk of the change in food consumption patterns. 
For instance, in the GTAP scenario described in section 4.3, the predicted change in 
food consumption in Africa contributes only a sixth as much ILUC avoidance as the 
change in food consumption in the United States. 

3.1.1. The 2008 food price spikes and the welfare implications of elastic 
food and feed demand 
Reducing food and feed demand is good for lowering carbon emissions, but it might 
have other social consequences that would be a legitimate cause for concern. In the 
public discourse, these concerns have been expressed in what is referred to as the ‘food 
versus fuel’ debate. 

The public debate has tended to revolve around not the economic modeling results but 
the idea that competition between the rich for fuel and the poor for food is necessarily 
a problem, and around economic analysis of the food price spike in 2008 and a similar 
price spike in 2011. The campaign group ActionAid36 writes, “In 2008, global food prices 
rose dramatically causing a world food crisis that led to riots in more than 30 countries. 
Many experts, including some at the World Bank, cited industrial biofuels as one of the 
main causes. ActionAid estimates that an extra 30 million more people were pushed into 
hunger as a result of biofuels during this crisis.”37  

On the other side of the argument, some voices from the biofuels industry have argued 
that there is in fact no conflict between food and fuel supplies. Tom Buis of ethanol 
lobbyist Growth Energy,38 also citing the World Bank, said, “I applaud the World Bank 
for admitting the error of their ways and setting the record straight. They have dispelled 
the myths and lies perpetuated by those who tried to say there was a ‘food-versus-fuel’ 
issue. This study clearly shows that the notion of food-versus-fuel was simply wrong. 
In fact, this study confirms what we’ve known for some time—the impact of ethanol 
production on food prices is minimal and other factors, including increased oil prices, 
were the main drivers in the rise of food prices.”39 

The fact of the matter is that there is little question that biofuels have caused and will 
cause food prices to rise, a conclusion grounded in both study of the 2008 food price 
spike and analysis of the medium-term price impacts of biofuels using the economic 
models. Part of the confusion about the World Bank’s line, to which Buis was reacting, 
comes from the publication of two separate papers by different teams. The first paper, 
from Donald Mitchell (July 2008), says that, “The combination of higher energy prices 
and related increases in fertilizer prices and transport costs, and dollar weakness caused 
food prices to rise by about 35–40 percentage points from January 2002 until June 
2008. These factors explain 25–30 percent of the total price increase, and most of the 

36 ActionAid characterizes itself as “an international organization, working with over 25 million people in more 
than 40 countries for a world free from poverty and injustice.” http://www.actionaid.org/

37 http://www.actionaid.org.uk/doc_lib/biofuels_campaign__guide.pdf
38 Growth Energy characterizes itself as representing “the producers and supporters of ethanol who feed the 

world and fuel America in ways that achieve energy independence, improve economic well-being and create a 
healthier environment for all Americans now.” http://www.growthenergy.org/

39 http://www.growthenergy.org/news-media/press-releases/world-bank-study-debunks-food-vs-fuel-myth/ 

http://www.actionaid.org/
http://www.actionaid.org.uk/doc_lib/biofuels_campaign__guide.pdf
http://www.growthenergy.org/
http://www.growthenergy.org/news-media/press-releases/world-bank-study-debunks-food-vs-fuel-myth/
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remaining 70–75 percent increase in food commodities prices was due to biofuels and 
the related consequences of low grain stocks, large land use shifts, speculative activity 
and export bans.”

Evidently, the July 2008 World Bank paper puts the onus for the 2008 food price rises 
largely (70–75 percent) on biofuels. However, it does this by assuming that growth in 
biofuels markets can be held responsible for speculative activity and export bans. This 
study goes on to note, “It is difficult, if not impossible, to compare these estimates with 
estimates from other studies because of different methodologies, widely different time 
periods considered, different prices compared, and different food products examined, 
however most other studies have also recognized biofuels production as a major factor 
driving food prices.”

A later study by a different team, which caused Buis to decry “the myths and lies 
perpetuated by those who tried to say there was a ‘food-versus-fuel’ issue,” represents 
the application of one of these “different methodologies.” The latter paper (Baffes 
and Haniotis 2010) argues, “that the effect of biofuels on food prices has not been as 
large as originally thought, but that the use of commodities by financial investors (the 
so-called ‘financialization of commodities’) may have been partly responsible for the 
2007/08 spike.” 

Note that much of the difference in conclusions regarding the 2008 food price spike de-
pends on whether biofuels are seen as having driven commodities speculation. Mitchell 
does view it that way, while Baffes and Haniotis do not. Baffes and Haniotis conclude, 
“We conjecture that index fund activity (one type of ‘speculative’ activity among the 
many that the literature refers to) played a key role during the 2008 price spike. Biofuels 
played some role too, but much less than initially thought.” 

That is, while they consider speculation to be an independent and dominant cause, they 
still believe that biofuels played a significant role. Wiggins, Keats, and Compton (2010) 
echo this conclusion, suggesting that the 2008 food price spikes were caused by a 
confluence of medium- and short-term effects (a combination of events that put upward 
pressure on prices and others that increased potential volatility), with “panic reactions” 
by governments and investors exacerbating the peak prices reached in mid-2008. 
They point to the diversion of corn to ethanol as a key short-term driver of the spike 
(see Figure 3.1 for a depiction of this buildup of medium-, short-, and very short-term 
impacts). Wiggins and colleagues declare that “expanded biofuels played a substantial 
role in pushing up maize [corn] prices” but also that “it is unlikely to have been the main 
factor.” This seems a reasonable assessment. 
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The takeaway from all this is that, while the extent to which biofuels may be a driver of 
price spikes and volatility is controversial, there is wide consensus, notwithstanding the 
protestations of Growth Energy and others, that biofuels do increase price volatility and 
that increased food prices will be a medium-term consequence of biofuel mandates. and 
Haniotis provide an extensive listing of studies that support this conclusion:

“The contribution of biofuels to the recent price boom, and especially the price spike 
of 2007/08, has been hotly debated. Mitchell (2008) argued that biofuel production 
from grains and oilseeds in the US and the EU was the most important factor behind 
the food price increase between 2002 and 2008, accounting, perhaps, for as much 
as two thirds of the price increase. Gilbert (2010), on the other hand, found little 
direct evidence that demand for grains and oilseeds as biofuel feedstocks was a 
cause of the price spike.

FAO (2008) compared a baseline scenario, which assumes that biofuel production 
will double by 2018, to an assumption that biofuel production will remain at its 
2007 levels; it concluded that in the latter case grain prices would be 12 percent 
lower, wheat prices 7 percent lower, and vegetable oil prices 15 percent lower than 
in the baseline scenario. OECD (2008) arrived at similar conclusions for vegetable 
oils, finding that their prices would be 16 percent lower than the baseline if biofuel 
support policies were abolished; eliminating biofuel subsidies would have smaller 
impacts on the prices of coarse grains (-7 percent) and wheat (-5 percent). Roseg-
rant (2008), who simulated market developments between 2000 and 2007 (exclud-
ing the surge in biofuel production), concluded that biofuel growth accounted for 30 



50

ICCT

percent of the food price increases seen in that period, with the contribution varying 
from 39 percent for maize to 21 percent for rice. Looking ahead, Rosegrant found 
that if biofuel production were to remain at its 2007 levels, rather than reaching its 
mandated level, maize prices would be lower by 14 percent in 2015 and by 6 percent 
in 2020.

Banse, van Meijl, Tabeau, & Woltjer (2008) compared the impact of the EU’s current 
mandate to (i) a no-mandate scenario and (ii) a mandate whereby the US, Japan, 
Brazil also adopt targets for biofuel consumption. They estimate that by 2020, in the 
baseline scenario (no mandate), cereal and oilseed prices will have decreased by 12 
and 7 percent, respectively. In the EU-only scenario, the comparable changes are -7 
percent for cereal and +2 percent for oilseeds. By contrast, under the ‘global’ sce-
nario (adding biofuel targets in US, Japan, and Brazil) oilseed prices will have risen 
by 19 percent and cereal prices by about 5 percent. The European Commission’s own 
assessment of the long-term (2020) impacts of the 10 percent target for biofuels 
(i.e. that renewable energy for transport, including biofuels, will supply 10 percent of 
all EU fuel consumption by 2020) predicts fairly minor impacts from ethanol produc-
tion, which would raise cereals prices 3-6 percent by 2020, but larger impacts from 
biodiesel production on oilseed prices; the greatest projected impact is on sunflower 
(+15 percent), whose global production potential is quite limited. Taheripour, Hertel, 
Tyner, Beckman, & Birur (2008) simulate the biofuel economy during 2001-06. By 
isolating the economic impact of biofuel drivers (such as the crude oil price and the 
US and EU biofuel subsidies) from other factors at a global scale, they estimate the 
impact of these factors on coarse grain prices in the US, EU, and Brazil at 14 percent, 
16 percent, and 9.6 percent, respectively.”40

Similarly, almost all economic modeling of the future impacts of biofuels on food mar-
kets predicts a food consumption reduction resulting from biofuels.

While the preponderance of evidence indicates that biofuel policies will drive up food 
prices and that this in turn will reduce consumption to some extent, it is less clear by 
exactly how much prices will change and what impact this will have on welfare. Here, 
one must be careful in interpreting the conclusions of economic modeling. When talking 
about food price spikes such as in 2008, it is natural to associate high food prices with 
severe welfare impacts. In looking at economic modeling results, however, inelastic food 
demand (a situation in which food consumption does not diminish) would lead to higher 
forecast prices. Thus, in the realm of an economic model, a larger price change could 
be consistent with predicting a more limited impact on nutrition. Of course, a model 
prediction that households will spend an increasing percentage of their income on food 
despite rising prices could still be considered a problem, as this would mean reduced 
income availability for other goods, potentially including important basic provisions like 
healthcare and education. 

40 Full text available at: http://www-wds.worldbank.org/external/default/WDSContentServer/IW3P/IB/2010/07/2
1/000158349_20100721110120/Rendered/PDF/WPS5371.pdf 

http://www-wds.worldbank.org/external/default/WDSContentServer/IW3P/IB/2010/07/21/000158349_20100721110120/Rendered/PDF/WPS5371.pdf
http://www-wds.worldbank.org/external/default/WDSContentServer/IW3P/IB/2010/07/21/000158349_20100721110120/Rendered/PDF/WPS5371.pdf
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As an example of the difficulty of 
characterizing the severity of the 
welfare impacts of biofuels-induced 
food price changes, consider the 
credibility of the claim by ActionAid 
that “an extra 30 million more 
people were pushed into hunger” 
by biofuels in 2008. This is a tricky 
calculation to attempt for a given 
price spike like 2008 because, as 
noted, there remains no consensus 
on the marginal level of the price 
effect that could fairly be attributed 
to biofuels (10 percent or 75 percent 
would both be significant but clearly 
suggest extremely different scales of 
welfare impacts). 

It can be simpler to attempt to model the medium-term impacts of biofuel mandates 
going forward rather than to try to unpick historical events. Both De Hoyos and 
Medvedev (2009) and Cororaton, Timilsina and Mevel (2010) try to address this 
question using a combination of World Bank general equilibrium modeling called 
ENVISAGE and income distribution modeling using a second World Bank model. 
Cororaton et al. compare a ‘business as usual’ 2020 baseline to two scenarios: one with 
the biofuel targets that had already been announced by various governments and one 
extended to include more ambitious targets. They find a global increase in absolute 
poverty (people living on below $1.25 per day), compared against the baseline of 6 
million in the “announced” scenario and 7 million in the “extended” scenario. They also 
find a slight rise in the global GINI coefficient, which is a measure of income inequality 
(see the text box), so they expect the world to become a little less equitable owing to 
biofuel mandates. These studies model not only welfare losses as food prices increase 
but also economic gains from expanding biofuel sectors, including enhanced incomes 
for farmers. This means that impacts vary strongly by region, with Brazil actually 
having a projected poverty reduction because of its status as a biofuel exporter.

De Hoyos and Medvedev assume a more conservative baseline scenario (biofuel adop-
tion remaining flat at 2004 levels), therefore effectively modeling a larger shock. They 
find an additional 32 million people in poverty in 2010 in their more far-reaching biofuels 
policy scenario compared with the baseline. 

Another example of this type of approach is Wiggins and Levy (2008), which was an 
input to the United Kingdom’s Gallagher Review (UK RFA 2008). Looking at five sample 
countries, Wiggins and Levy found that predicted price rises, even given gains in other 
areas of the economy, would be consistent with poverty increases that were small in 
percentage terms but in India, at the extreme, would be equivalent to more than 10 
million people falling into poverty. 

Projections in which poverty increases on a scale of tens of millions in the medium term 
suggest that ActionAid’s assertion that biofuel mandates may have increased the global 
poverty ranks by 30 million in 2008 is at least plausible and somewhat consistent with 
the literature. Having said that, making any calculation for a situation such as a price 

From Wolfram MathWorld:

The Gini coefficient (or Gini ratio) G is 
a summary statistic of the Lorenz curve 
and a measure of inequality in a popula-
tion. The Gini coefficient is most easily 
calculated from unordered size data as 
the “relative mean difference,” i.e., the 
mean of the difference between every 
possible pair of individuals, divided by 

the mean size μ, 

G = 
 Σi=1 Σj=1 |xi – xj|

 2 n2 μ 

 

http://mathworld.wolfram.com/LorenzCurve.html
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spike is intrinsically uncertain, and hence substantially smaller or larger suggested values 
for the increase in poverty would also have been plausible. While it is no doubt helpful in 
generating media interest to propose a single value, doing so may give an inappropriate 
sense of certainty. 

These assessments of poverty increases are all made based on price changes from 
economic models or analysis of historical data from price spikes. There is also a growing 
literature based on anecdotes and case studies that considers the more direct negative 
impacts of biofuels expansion on communities, often with particular reference to the 
weakness of customary land rights in many developing nations. On the other hand, there 
is a similarly growing body of literature looking at opportunities for biofuels to support 
development and reduce poverty. The existence of these two bodies of work does 
not have to be seen as contradictory. The first tends to look at examples of relatively 
large-scale foreign investment in plantations, often intended for export, focusing on 
areas where the full prior and informed consent of local communities may not have 
been sought. The second tends to focus on local production for local use, smallholder 
engagement, and the application of good practices with regard to sustainability. In real-
ity, examples of both positive and negative outcomes will inevitably take place, and the 
balance between them is the subject of lively debate. This is not the appropriate place to 
attempt a full review of those studies.41 

While the exact scale of the marginal poverty increase that can be attributed to biofuels 
production is difficult to quantify, and the potential for bioenergy development to pro-
vide welfare gains in some cases should not be overlooked, it seems reasonable to state 
that biofuel mandates are likely, at the global scale, to result in non-negligible increases 
in poverty rates. This conclusion has led a variety of international organizations, experts, 
and antipoverty campaigners to call for biofuels support to be ended to reduce pressure 
on food markets.42

3.1.2. Food price volatility
It is likely that biofuel mandates have not only aggravated price rises during 
spikes but have contributed to systematic increases in the volatility of agricultural 
commodity markets. The higher volatility comes about because biofuel support 
mechanisms like mandates introduce additional inelastic demand to agricultural 
markets (biofuel mandates do not change in size when prices rise). David Laborde 
(2011b, p. 3) argues that, “in the short run, these rigid [biofuels] policies, by their 
nature, contribute significantly to price volatility and are potentially more toxic than 
traditional farm support or decoupled programs.” The UN Committee on World Food 
Security’s High Level Panel of Experts on Food Security and Nutrition made similar 
connections (FAO HLPE 2011, p. 40). Volatility in markets has a negative effect on 
welfare in addition to any impact on long-term prices. To take an extreme case, a 

41 One starting point for further reading would be the contributions to the two conferences International 
Conference on Global Land Grabbing and the International Conference ‘Bioenergy for Sustainable 
Development in Africa’—Lessons Learnt from COMPETE.

42 For example, the UN Food and Agriculture Organization, the International Fund for Agricultural Development, 
the International Monetary Fund, the Organisation for Economic Co-operation and Development, the 
UN Conference on Trade and Development, the World Food Program, the World Bank, the World Trade 
Organization, the International Food Policy Research Institute, and the UN High-Level Task Force on the 
Food Security Crisis (2011); the Institute for Agriculture and Trade Policy and Global Development and the 
Environment Institute (2012); the UN Food and Agriculture Organization High Level Panel of Experts on Food 
Security and Nutrition (2013); The UN Special Rapporteur on the Right to Food (2011); Laborde (2011b); the 
Financial Times (2008); World Bank President Robert Zoellick (2008). 

http://www.future-agricultures.org/index.php?option=com_docman&task=cat_view&gid=1552&Itemid=971
http://www.future-agricultures.org/index.php?option=com_docman&task=cat_view&gid=1552&Itemid=971
http://www.compete-bioafrica.net/events/events2/competeevents.html#brussels
http://www.compete-bioafrica.net/events/events2/competeevents.html#brussels
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large price spike such as in 2008 could cause famine even if the longer-term trend 
was for food prices to go down. 

Based on these ideas, Laborde recommends that if biofuels support is to continue, there 
should be a shift toward mechanisms that allow biofuel demand to respond to world 
market conditions. In the best-case scenario, it is possible to imagine that a reactive 
biofuels policy could contribute to stabilizing agricultural commodity prices in a way 
that more than compensated for the negative impacts of the longer-term upward 
pressure on prices. It is important to note that such a policy would to some extent 
transfer risk from food consumers to biofuel producers, and this might warrant enhanc-
ing the support given to them compared with what is available under the current set of 
mandate-based policies. 

3.1.3. Food consumption reduction in the modeling of indirect land 
use change
As noted above, the extent to which a model scenario includes reductions in the con-
sumption of feedstock for food and other purposes can be an important determinant of 
the indirect land use change predicted by that model. If there is a substantial displace-
ment of food, it can significantly reduce the indirect land use change emissions. 

In the models, the parameter (or rather set of parameters) that determines these effects 
is the food and fodder demand elasticity. This parameter tells the model what percentage 
reduction in demand would be associated with a certain percentage increase in price. So a 
demand elasticity of 0.2 would mean that a 10 percent price rise would result in a 0.2 x 10 
percent = 2 percent reduction in demand, while a demand elasticity of 0.5 would imply that 
a 10 percent price rise would result in a 0.5 x 10 percent = 5 percent reduction in demand. 

This simplified explanation of the concept of the demand elasticity is rendered a little 
more complicated upon recalling that the economic models solve for a variety of effects 
simultaneously. That means that the demand elasticity, in conjunction with other elastici-
ties, affects the degree to which the price rises in the first place. It could therefore be 
misleading, in the context of analyzing land use effects, to look at the demand elasticity 
without also considering the crop area elasticity, for example (see section 3.5.1). In the 
words of the European Union’s Joint Research Centre (Edwards, Mulligan, and Marelli 
2010, p. 18), “elasticities cannot be compared one by one because it is often the relative 
size of elasticities which is important.”

It should be recognized in mind that not all reductions in consumption will have the 
same types of welfare impacts. In some models of U.S. corn ethanol such as GTAP, the 
bulk of the decline in consumption is predicted to occur in the United States. Clearly, 
this raises issues different from a similar consumption reduction in a developing nation. 
AGLINK modeling of European Union rapeseed biodiesel, on the other hand, has almost 
all of the reduction in consumption occurring outside Europe. 

There are also nonfood crop uses included in the models, such as cotton and tobacco. 
One might argue that increasing the price of tobacco could have positive welfare 
outcomes,43 while the price and availability of cotton is certainly a less emotive issue 
than that of food but could still have welfare impacts. 

43 While health campaigners generally welcome increased tobacco prices, if higher tobacco prices result not in 
reduced smoking so much as diminished income for other purchases, even this could have negative welfare 
consequences in some cases. 
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One way to investigate the importance of food consumption reductions for the carbon 
emissions intensity results is to run sensitivity scenarios with the models holding food 
consumption constant. The results of these sensitivity cases can then be compared 
to the central biofuel policy case. This technique effectively allows for modeling what 
would happen if countries introduced compensatory food subsidies to offset price rises. 
The Expert Workgroup on Indirect Land Use Change run by California’s Air Resources 
Board (ARB) in 2010 discussed it as a way to avoid giving ‘credit’ to biofuels for cutting 
food consumption. While it is a useful exploratory tool, the results generated by holding 
food consumption constant in this way do not reflect a credible scenario, nor do they 
fully reflect the importance of food consumption changes in reducing the estimated 
ILUC emissions of a given model. 

The results will not be likely to mirror the real world because, while some level of 
government measures in response to rising food prices is plausible, it would be highly 
unusual for all governments worldwide systematically to increase food security support 
by exactly the necessary amount to counterbalance the increasing prevalence of biofuel 
mandates. Even if some countries introduce such measures, given that the medium-term 
price rises prompted by biofuels policies will be persistent and gradual and that, at 
the moment, government action even in developed countries like the United States is 
inadequate to stave off hunger in the population, such an outcome is implausible.  

These results do not fully underscore the importance of food consumption changes in 
the central scenarios because when food consumption is held constant, it causes prices 
to increase even more than in the base case. While this will indeed drive additional 
land expansion, it will also propel all the other model responses like crop switching and 
yield intensification that mitigate the effect of demand increases. Thus, the difference 
in emissions by holding consumption constant would be expected to be a lower bound 
on the contribution of reduced food consumption to avoiding land use changes in the 
central cases. 

Hertel et al. (2010b) apply this fixed consumption approach in their GTAP modeling 
and note that it doubles the impact on forestry and increases overall expected land 
use change emissions intensity by 41 percent,44 that is to say, about 10 grams of carbon 
dioxide equivalent per megajoule (gCO2e/MJ). Laborde (2011a) similarly runs the 
MIRAGE model with fixed food consumption but notes that ‘intermediate consump-
tion’ (the use of food ingredients by food processing sectors) can still change. For 
this modeling run, Laborde finds that ILUC emissions are increased by 20 percent 
overall—about 8 gCO2e/MJ. 

The Joint Research Centre (Edwards, Mulligan, and Marelli 2010) presents an alternative 
way to analyze food consumption changes. It breaks down the results of a number of 
models, detailing how various parameters affect the expected land use change. Figure 
3.2 shows that there is a substantial variation in the importance of food consumption 
reductions in each model. For three of the scenarios, the percentage of feedstock from 
reduced food consumption is consistent with the Roberts and Schlenker (2010) result 
mentioned above, while the other three show smaller effects.

44 Page 12 of the report states that the increase is 50 percent, but the more detailed data on page 25 confirm 
that 41 percent is more accurate. 
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Figure 3.2 Relative importance of reduced food consumption in different GTAP and FAPRI scenarios*

*  Percentage of feedstock from reduced consumption (left axis) and an approximation of the 
additional carbon emissions that would have resulted had this feedstock come from land 
expansion instead (right axis; based on Edwards, Mulligan and Marelli (2010), using a 20-year 
spread, or “amortization”)

An interesting example is the modeling for the Joint Research Centre using GTAP for a 
U.S. corn ethanol scenario.45 Using the technique of holding food consumption constant 
and rerunning the model, Hertel and colleagues report a change of 10 gCO2e/MJ. In 
contrast, the JRC analysis attributes an ILUC reduction of 75 gCO2e/MJ to food consump-
tion. If the JRC breakdown is correct,46 food consumption reduction is indeed much more 
important in reducing ILUC emissions than might be concluded from running the model 
again with food consumption held constant. Part of the difference is the amortization 
(how land use changes are distributed across time; Hertel et al. spread ILUC emissions 
over 30 years, while JRC uses 20 years), yet, even correcting for this, JRC is still assigning 
five times as much importance in terms of carbon emissions avoided. 

45 The results of breaking down this model run should be broadly applicable to the GTAP modeling for the 
California Air Resources Board, as it uses largely the same version of GTAP.

46 And if it is an acceptable simplification to assume, as has been the case here, that the emissions of the land 
use change avoided through food reductions will be proportional to the overall ILUC emissions.
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3.2. ELASTICITY OF YIELD TO PRICE
Crop yield is the quantity of a crop produced in a year on a given area. If yield is high, 
less land is needed to produce the same amount of a given agricultural commodity, so 
the assumptions one makes about yields are vital to determining the likely extent of 
indirect land use change. 

Three important questions must be answered in order to quantify indirect land use change:

1. What is the baseline rate of yield change (i.e., what will the yields of different crops 
be at some point in the future if there is no additional expansion of biofuels)?

2. Will the expansion of biofuel markets affect the yield of crops on existing 
cultivated areas?

3. If cultivated land area expands, how will the yield on the new areas compare 
with yield on the existing areas?

3.2.1. Baseline yields
Crop yields and the rate at which they change have been a central question in econom-
ics for centuries. At the close of the eighteenth century, Thomas Malthus published his 
seminal theories on the growth of food supply and demand in An Essay on the Principle 
of Population; Malthus believed that food supply grew at a linear rate (Malthus 1798, 
p. 6). There are several ways to increase yield for any given crop and location. Typi-
cally, available measures include new varieties through selective breeding or genetic 
modification, improved farming practices such as crop rotations, increased or improved 
use of fertilizer and irrigation, and better pest control. A linear trend in crop production 
represents a sum of all these efforts. This idea of linear growth in crop production is 
confirmed by the historical data. In the words of the UK environmental consultancy 
ADAS (2008, p. 9),47 “Despite substantial variation in yield trends between countries, the 
world trends for most of the major crops show a remarkably consistent linear trend.” The 
same point is made by Alexandratos (1999); Balmford, Green, and Scharlemann (2005); 
Calderini and Slafer (1998); Evans (1997); Finger (2010); and Hafner (2003). Steven T. 
Berry and Wolfram Schlenker argue that “the estimated yield trends are remarkably 
close to linear, which is consistent with steady technological progress that changes 
very little with changes in medium-run market conditions” (Berry and Schlenker 2011, 
p. 3). Figure 3.3 shows yield and price over the past 60 years for U.S. corn. While prices 
have varied a great deal, it is immediately noticeable that those large variations are not 
matched by any corresponding systematic variation in yield trends. 

47 A more extensive discussion is available in Hafner (2003).
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Figure 3.3. Variation of yield and price of U.S. corn over time, with linear yield trend

Based on Berry and Schlenker (2011, p. 4)

Baseline yield growth is important to ILUC modeling because if the average yield of 
all crops increases by 10 percent over 10 years, the land area required to grow them is 
reduced correspondingly. The same is true for the expansion of cultivated land required 
to supply a biofuel mandate. 

Current yield varies not only by crop but also by the region where the crop is being 
grown (Table 3.1). Some of this variation reflects differences in climatic conditions; for 
instance, one would expect better grape yields in sunny Spain than in cloudy England. 
Much of it, however, reflects the different agricultural models and levels of sophistication 
between the developed and developing worlds. 

Table 3.1. Variations in 2010 wheat yields for selected countries48

Country
Yield in metric tons  

per hectare

United Kingdom 7.7

Argentina 3.4

United States 3.1

India 2.8

Ukraine 2.7

Turkey 2.4

Ethiopia 1.8

Australia 1.6

48 Data from the Food and Agriculture Organization statistics division, FAOSTAT, available at www.faostat.fao.org.
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Intuitively, one might think that developing countries would be able to achieve better 
rates of yield growth than countries in the developed world because the latter are likely 
to be closer to maximum production capacity given use of current technologies (for 
example, farmers in developed countries are likely already using fertilizer at high levels) 
and because decreasing returns to inputs like labor and capital are to be expected.49 
Nevertheless, there is no strong evidence for this sort of differential in crop yield growth. 
This is not entirely surprising—many of the reasons that developing world yields tend 
to lag developed world yields are structural and not easily overcome. Knowledge 
dissemination can be much more challenging in the developing world, and developing 
world farmers are likely to have much poorer access to capital. Some studies have also 
reported that farmers in developing countries may prefer to use low-yielding crops 
because they cannot afford fertilizer and because crops that allocate less energy to 
grain tend to produce more straw for animal feed (Parikh and Krömer 1985; Yevich and 
Logan 2003).

Looking forward, though, there may be reasons to expect that the rate of yield growth 
could actually dip below the historical average. There are cases in which yields seem to 
have hit some sort of plateau, but these are not the norm. ADAS (2008, p. 9) remarks, 
“Despite yield plateaus in some crops in some regions, plateaus are not generally 
strikingly evident in world yield trends, though reductions in the improvement rate are 
apparent in some crops. Overall yields have tended to increase in a linear, arithmetic, 
Malthusian fashion.” While older studies generally supported this hypothesis of yields 
increasing at the same rate as in the past (Dyson 1999; Hafner 2003; Wang and Davis 
1998), more recent papers have detected a slowdown in yield gains since the mid-1990s. 
According to these studies, yields are still increasing but at a lesser rate than before 
(Brisson et al. 2010; Calderini and Slafer 1998; Finger 2010; Kucharik and Ramankutty 
2005; Lin and Huybers 2012). Some authors predict relatively slow yield growth in the 
coming decades (Cassman 1999; Evans 1997; OECD-FAO 2012). The main reason for the 
deceleration is that the easiest yield gains have often already been achieved. There are 
limited further gains to be achieved from conventional breeding, and fertilizer is already 
at maximum application rate in most Western agriculture (ADAS 2008; Bell et al. 1995). 
It is also possible (but unproven at this stage) that climate change is already starting 
to have a negative impact on yields (Brisson et al. 2010; Lobell, Schlenker, and Costa-
Roberts 2011). Climate effects will likely strengthen over time. 

Overall, it seems reasonable to assume that developing world yields will not suddenly 
leap to catch up with developed world levels, but nor will baseline yield increase stop 
in the developed world, at least not over the next decade. The evidence does, however, 
suggest that assuming a continuation of the underlying trend yield growth of the 
past 50 years may be optimistic. The lower the trend rate of yield increase, the more 
impact biofuel demand is likely to have on ILUC and food markets. This expectation is 
confirmed by sensitivity analysis for the U.S. RFS2 (U.S. EPA 2010a, §2.6.2.2). To test the 
importance of baseline yields to the model results, the U.S. Environmental Protection 
Agency (EPA) ran scenarios in which baseline 2022 yields would be 25 percent higher 
for corn and soy than in the central case. It found that the emissions intensity for both 
soy biodiesel and corn ethanol would be reduced. That said, the change was different 

49 Decreasing returns means that each additional unit of labor and capital is less productive than the last. So the 
first laborer a farm owner hires might increase crop production by ten units, the second laborer, by eight, the 
third, by six, and so on. The same applies to capital (e.g., a $100,000 combine harvester may get its purchaser 
80 percent of the benefit that a more expensive $200,000 model would). 
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for the two fuels—other effects in the model damped the benefit for corn but amplified 
it for soy. This is a useful reminder that because of the complex interlinkages in the 
agricultural models, just as in the real world, effects do not always act in a simple linear 
way as one might initially expect. 

3.2.1.b. Climatic effects on yield
One important caveat regarding projected baseline yield trends is that they assume the 
effects of climate change on crop yields will be relatively limited, at least in the period to 
2020. It is worth bearing in mind, though, that some studies suggest that climate change 
may already have significant impacts on crop yields. 

Parry et al. (2004) carry out modeling of global yields based on various climate change 
scenarios from the UK Met Office’s Hadley Centre for Climate Prediction and Research. 
They find that yields are likely to be reduced by climate change but that these reduc-
tions will be very small in the near term—the effects in 2020 are characterized as “within 
historical variations.” Climatic stresses are predicted by Porter and Semanov (2011) to 
reduce wheat yields and increase yield variability, and several other studies (e.g., Rahm-
storf and Coumou 2011; Wergen and Krug 2010) suggest that extremes in weather have 
already increased because of global warming. Berry and Schlenker (2011, p. 4, Figure 1) 
provide an illustration of the importance of climate in determining yields. They find that 
the variation in weather can be used to explain almost all variation in annual yields when 
combined with an underlying linear yield trend. At some point in the coming decades, 
if not already as some studies suggest, climate change probably will start making a 
significant impact on yield growth. There is not at the moment compelling evidence 
that the general trend will be substantially reduced by 2020, but concern about climate 
change is another reason that it might be appropriate to consider the historical rate of 
yield change to be an upper bound on expected baseline change for the coming de-
cades rather than a most likely scenario. As the Joint Research Centre (Marelli, Mulligan, 
and Edwards 2011, p. 40) puts it, “If the extreme weather experienced globally in 2010 is 
an indication of what’s coming in the next decade and beyond, existing models will tend 
to under-estimate yield in some areas and over-estimate yields in far more locations.” 

3.2.2. Price-induced yield increase
There are two ways that one can conceive of price-induced yield increase. It can 
mean the change50 in the yield achievable on a given piece of land for a given crop 
when demand, such as that for biofuel, increases. This might also be referred to as 
intensive yield increase (yield increase due to intensification of production on exist-
ing areas). It is also possible to draw a broader definition of the term ‘price-induced 
yield change’ to include all yield effects, capturing any change in average yield 
resulting from bringing new land into production. The broadest possible definition 
could even include yield change from changing which crops are grown (see section 
3.3.1 on crop switching).51 The overarching factor ‘elasticity of yield to price’ includes 
both intensive yield increase and effects due to lower yields at the margin of produc-
tion, but excludes crop switching. For this subsection, however, the focus will be only 
intensive yield change. 

50 In general an increase, but complex market dynamics could lead some prices to fall because of increased 
biofuel use (e.g., increased supply of wheat distillers grains might reduce the price of some other livestock 
feed ingredients), in which case presumably yields could drop for those ingredients.

51 For example, oil palm is a high-yielding oilseed, so if palm oil expands relative to rapeseed oil, the average 
oilseed yield will rise, while if rapeseed oil expands faster than palm oil, the average oilseed yield will fall.
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Within intensive yield increase, one can draw a further distinction between two types of 
effect. The Joint Research Centre (Edwards, Mulligan, and Marelli 2010) refers to these 
as reversible and irreversible yield increases. 

3.2.2.a. Reversible yield increases
There are various actions that can be taken in the short term to increase yields but that 
which will have no long-term implications. The most important of these is to increase 
application of agricultural inputs, in particular, fertilizers. Other reversible inputs might 
include labor (refer to economic models like MIRAGE in which ‘factor intensification’ 
allows labor and capital to be substituted for land). As long as higher prices prevail, 
higher fertilizer application rates, etc., will presumably be maintained,52 and hence the 
yield increases will persist as long as the prices do. However, if prices fell, yields would 
return to the base level. 

While these reversible yield increases offer the potential to reduce ILUC emissions, there 
may be negative consequences to increased fertilizer use. The USDA notes (Marshall et 
al., 2011, p. 21) that “increased nitrogen application may result in increased direct N2O 
emissions, and more intensive farming practices may result in increased erosion and 
decreased soil carbon sequestration.” In general, the emissions implications of increased 
fertilizer use have not been included in modeling of indirect land use change, even when 
increased fertilizer use is part of the model response to rising biofuel demand. The 
Joint Research Centre (Edwards, Mulligan and Marelli 2010, p. 106, Figure 26) points out 
that, especially where rates of fertilizer use are already high, the increased emissions of 
nitrous oxide (N2O) stemming from increasing fertilizer application might actually cancel 
out any benefits from avoiding land use change. Fertilizer emissions can be accounted 
for in both the Food and Agricultural Policy Research Institute–Forest and Agricultural 
Sector Optimization Model (FAPRI-FASOM) ILUC modeling for the EPA and the Green-
AgSim model used for some other FAPRI modeling. 

3.2.2.b. Irreversible yield increase
As well as temporary yield-enhancing measures, there is the possibility that elevated 
agricultural prices spur longer-term investments by farmers (such as upgrading machin-
ery) and agricultural research investment. The High Level Panel of Experts (HLPE) of the 
UN’s Committee on World Food Security (FAO HLPE 2011, p. 27) paints a picture of cycles 
in which periods of high agricultural investment improve productivity, leading to periods 
of reduced prices, resulting in a reduced level of investment, eventually leading to a food 
crisis that puts pressure on prices, spurring new investment and restarting the cycle. 

If one accepts this analysis of the global food market, then price spikes such as the 
one in 2008 (driven, as discussed above, at least somewhat by biofuels) can lead to a 
resurgence in investment and (in due course) to increased commodity production. Even 
without espousing a cyclic view of agricultural investment, it is still possible to make the 
case that increased prices will provide incentives for companies to invest more heavily in 
research, as well as an incentive to producers to adopt these innovations. Once innova-
tion has occurred, it would not in general be rational to roll it back,53 so these yield gains 
are seen as irreversible.

52 It is a simplification to talk in terms of feedstock prices only, as input prices themselves may vary.
53 There will always be exceptions, in particular, if a new technology has short-term benefits but unforeseen 

long-term drawbacks.
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Baseline yield assumptions can make a difference to expectations for ILUC, but the 
more important question is whether yields are forecast to rise across the board, given 
increased demand for biofuels, more than would otherwise be the case. The idea is that, 
with increased biofuel demand, commodity prices will rise, and farmers and others in 
the agricultural industry will be able to invest more in raising yields. If the response of 
yields to prices is large compared with reductions in demand or increases in area under 
cultivation, then it is logical to conclude that biofuel demand can be met without driving 
large ILUC emissions or precipitating substantial hunger. 

As well as motivating farmers to make shorter-term productivity gains, many commen-
tators54 also argue that biofuels can be a key driver of investment in agricultural research 
and development, helping to advance longer-term, persistent yield gains. In the stron-
gest version of this hypothesis, rather than inducing large-scale land use change and 
creating competition with food, biofuels can push forward innovation and productivity 
gains that in the longer term help to bring food prices back down. This reflects to some 
extent the cyclic vision of agricultural investment from the HLPE (FAO HLPE 2011).55 

3.2.2.c. The argument against a strong connection between yield and price
The narrative case for significant price-induced yield increase seems reasonable,56 and 
there is a degree of agreement in the field about price driving yields to some extent, but 
it is possible to make counterarguments. Bouët et al. (2009, p. 17) observe, “One recent 
analysis [Liu and Shumway 2007] concluded that relative price changes have not encour-
aged innovation in U.S. agriculture in the last 40 years. The paper concludes, ‘This finding 
cautions against the efficacy of policies based on the premise that price signals alone 
induce efficient technical change.’” Liu and Shumway (2007) merely show no evidence for 
the induced innovation hypothesis, but it is even possible to argue that high prices actually 
reduce the rate of innovation uptake. Ecofys (2009), as quoted by the European Commis-
sion’s Directorate-General for Energy (EC DG Energy 2010, p. 96) writes, “The adoption of 
new technologies by farmers has been incentivized by declining producer prices. Falling 
crop prices forced farmers to reduce input costs by adopting new technologies in order 
to maintain a sufficient margin. The resulting growing output or reduced input costs again 
reduced crop prices, forcing farmers to reduce input costs further.”

From this point of view, instead of increasing prices promoting higher investment in 
research and development, one might actually expect diminished pressure on farm 
margins to reduce the incentive to innovate or adopt innovation. In conclusion, Ecofys 
argues that, “while some support for the theory of price-induced innovation can gener-
ally be found, other factors than price also play an important role,” and that “innovations 
may also be input saving without increasing yields per ha.” The hypothesis that biofuel 
demand will induce some sort of green revolution is certainly anything but clearly 
confirmed from the existing literature. 

It is also not universally accepted that farmers will successfully intensify crop yields in 
response to price. Berry (2011, p. 8) comments, “There is a long tradition in agricultural 

54 For example, the European Commission’s Directorate-General for Energy (EC DG Energy 2010). 
55 Note that the HLPE itself does not itself represent biofuels as a beneficial intervention in agriculture spurring 

new innovation but in fact argues that “limiting the use of food to produce biofuel is the first objective to be 
pursued to curb demand” (FAO HLPE 2011, p. 40) and calls for mechanisms to relax biofuel demand during 
periods of tight supply. 

56 The European Commission’s Directorate-General for Energy (EC DG Energy 2010) wrote that “it makes little 
sense from the point of view of economic theory to argue that yields are independent of demand.”
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economics (dating back to Wright [1928] and Nerlove [1956]) that takes as obvious 
the notion that almost all of the price-elasticity of supply comes from land-use rather 
than yield. In these cases, changes in yields are treated as determined by technological 
change (in the long run) and by weather (in the short run).” Roberts and Schlenker 
(2010, p. 8) contend that “if yields were responsive to price levels, we would observe 
that yield shocks are correlated between various countries in a given year, as all coun-
tries face the same world price.” Such correlations are not seen in the historical data. 
Berry (2011, p. 14) also notes that farm-level behavioral studies (e.g., Hertel, Steigert, and 
Vroomen 1996) have been unable to find evidence of a positive yield response to price.

While the microeconomic arguments for anticipating that yields will diminish as prices 
rise are interesting, and likely have validity in some instances, this report accepts the 
majority opinion that a positive elasticity of yield to price seems likely. Still, the evidence 
seems inadequate to say with confidence that this elasticity will be large compared 
with the elasticity of area expansion. In the words of Berry (2011, p. 18), “There is much 
resistance to a literal value of zero for the yield-price elasticity. There is evidence that 
farm inputs (such as fertilizer use) respond to prices, which is consistent with some 
positive value for the yield elasticity.” This view has some merit, although it does not 
support any particular positive value.

3.2.2.d. Yield and public investment in agriculture
There is more consensus in the literature for a separate conclusion—that publically 
funded research and development has historically been a key driver of innovation. 
Ecofys (2009), as quoted by the Directorate-General of Energy (EC DG Energy 2010, p. 
96), maintains, Publicly funded R&D in agricultural technologies has been an important 
source of the technological innovations that made the dramatic yield increases of the 
past decennia possible. Publicly funded R&D played a major role in the early advance-
ments in the developed world in the first half of the 20th century and also the transfer 
and adoption of these technologies to developing countries in the Green Revolution was 
largely made possible by not-for-profit institutions.

DG Energy puts forward the argument that a decline in annual yield improvements over 
the past 30 years corresponds to reductions in public agricultural investment. In the 
context of the ILUC and biofuels debate, it is worth considering that many commenta-
tors in favor of government biofuels support have argued for a strong effect of biofuel 
mandates on technological advancement, presumably because of increased commodity 
prices. While higher agricultural prices may have a part to play in boosting R&D spend-
ing over the coming decades, direct government investment would be a much more 
certain way to achieve these goals, as well as potentially cheaper. For example, the cost 
to the U.S. government of the volumetric ethanol excise tax credit (VEETC), an ethanol 
blending credit, in 2010 was about $6 billion. This is six times the annual R&D budget of 
the biotechnology firm Monsanto.57

3.2.2.e. Effect of price-induced yield change on ILUC
Assumptions about price-induced yield increases in biofuel feedstocks can have a sub-
stantial impact on the magnitude of indirect land use change and on informed opinion 
about the benefits or drawbacks of biofuel mandates. Because biofuels still represent 

57 The Monsanto website, as accessed in April 2012, states, “Monsanto invested more than $980 million last fiscal 
year researching new tools for farmers.” http://www.monsanto.com/investors/pages/corporate-profile.aspx

http://www.monsanto.com/investors/pages/corporate-profile.aspx
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only a relatively small fraction of the total market for most feedstocks, relatively small 
increases in average yields across all production of that feedstock could make a large 
difference in terms of net land demand. 

To consider a simplified example, imagine having 100 hectares of feedstock production 
for food, with a yield of one metric ton per hectare. Subsequently introducing demand 
for 10 tons of feedstock to produce biofuels would require 10 extra hectares if nothing 
else changed. However, if price increases stimulated an increase in yields of 10 percent 
over 10 years, then the new yield would be 1.1 tons per hectare, meaning that total 
production would rise to 110 tons per annum, and 10 tons would be available for biofuels 
with no extra land requirement. 

Whatever the crop, the most important question in ILUC estimation is always how the 
yield response compares to other responses—whether it will be greater than, compa-
rable to, or less than the land area response (discussed in further detail below) and 
consumption response (discussed above). The economic parameter used to quantify 
the strength of the yield response is the ‘yield on price elasticity.’ The example in the 
previous paragraph required that the cultivated area and the food demand be totally 
inelastic to price. If the area elasticity were comparable to the yield elasticity, then one 
might expect to see, instead of a 10 percent yield increase, a combination of a 5 percent 
area increase and 5 percent yield increase to meet the additional demand,58 with price 
only needing to increase half as much. If food demand elasticity were also comparable, 
to accommodate the same demand increase as in the example above would necessitate 
closer to a 3 percent increase in yield, 3 percent reduction in other demand, and 3 
percent increase in area cultivated, with only one-third of the price rise.   

3.2.3. Yield on price elasticity
In the modeling of indirect land use change, the important parameter for intensive yield 
change is the yield on price elasticity. This tells how much average yield on a given 
piece of land is likely to increase in response to a given increase in agricultural prices. 
For instance, a yield on price elasticity of 0.1 would imply that for every 10 percent 
rise in prices, yields probably would rise by 1 percent. A yield on price elasticity of 0.2 
would imply a 2 percent increase in yield for every 10 percent increase in prices. If the 
yield on price elasticity were much greater than the area on price elasticity (see section 
3.5.1), yield increases would in most cases be sufficient to avoid major indirect land use 
changes. If they were about the same, ILUC would be reduced but still significant. And if 
the yield on price elasticity were lower or much lower, ILUC emissions would be affected 
relatively little. 

The simplified example offered in the previous subsection can serve to explore what 
yield on price elasticities mean. Starting with 100 hectare, 1 metric ton per hectare, 
adding 10 tons of demand, it was demonstrated that a yield increase of 10 percent would 
avoid the need for land use change. With a relatively high yield on price elasticity of 0.2 
(what values seem plausible is discussed in more detail below), achieving such a shift 
in yield would imply that prices had to increase by 50 percent (0.2 * 50 percent = a 10 
percent yield increase). This level of price increase is quite high and (remembering the 
food-versus-fuel discussion above) would certainly have welfare impacts. 

58 If the extra area cultivated also experienced the small yield increase, in fact, slightly less than 5 percent 
increases would be necessary for each. 
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To take a real-life example, currently, about 40 percent of the U.S. corn harvest is used 
for ethanol production. Using a first-order assumption that distillers grains are re-
turned to the feed market, reducing the net corn demand, this is like having 27 percent 
of corn committed to biofuel. If the yield on price elasticity of corn in the United States 
were 0.2, then to get all of the biofuel from yield increase would necessitate a price 
increase for corn of 135 percent and negligible elasticities of food demand and area 
to price. If the yield on price elasticity of maize were only 0.1, a price increase of 270 
percent would be needed. 

There is also a question surrounding the time frame for assessing elasticities. It is 
generally agreed among economists that short-run elasticities are likely to be lower than 
long-run elasticities—that is, the response to price increases in the short term will be less 
than the long-term response if those increases are sustained for several years (Edwards, 
Mulligan and Marelli 2010, p. 110). For the modeling of ILUC, responses in the medium 
term (more than a year but less than a decade) are most relevant, but econometric 
analysis in the literature is generally short term. Berry (2011, p. 7) argues, “The long and 
short-run distinction is particularly important for land-use elasticities. It is costly to 
transform land from one use to another and so land is likely to be put into a new use 
only if an economic change is likely to persist.” Other authors have made the same case 
but have focused on yield elasticities; the Air Resources Board of California (ARB 2011, 
p. 4) makes the case that “the long-run responsiveness of yield to price will be greater 
than the short-run response if there are lags in the adoption or development of new 
management practices or seed varieties.” It is unclear based on the existing literature 
and consideration of the arguments whether the difference between short- and long-run 
elasticities should be greater for area or for yield. In each case, it is easy to imagine 
actions that would only make sense if one expected a long-term price increase, but it is 
also easy to identify actions (bringing fallow land into production, changing rotations, 
applying extra fertilizer) that would be rational in the short term. One should therefore 
be wary of any argument that short-run values ought to be inflated for one elasticity but 
not the other, and similarly skeptical of any modeling that uses short-run analysis for one 
type but long-run analysis for the other without correcting. 

Yield on price elasticity is important not so much in itself but for how it compares with 
other elasticities, in particular, the elasticities to price of overall cultivated area and of 
food demand. For yield to be the dominant response to an increase in feedstock de-
mand, yield on price elasticity needs to be much larger than area on price elasticity and 
consumption on price elasticity, so that, even for a strong change in commodity prices 
(e.g., a 135 percent increase in corn prices), consumption and the cultivated area do 
not change much. Otherwise, expansion of the area under cultivation and consumption 
would act as safety valves for prices, preventing them from rising to the levels necessary 
to induce large yield increases. 
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Regional variations in yield response?
Like the rate of baseline yield change, the size of the yield response to price 
is liable to vary between regions, depending on the characteristics of existing 
agriculture and issues like access to finance (exogenous considerations like 
interest rates may affect the willingness and ability of farmers to invest). Farmers 
in developing countries may have more capacity to respond to price incentives by 
increasing their fertilizer use because they are less likely to already have reached 
maximum levels of fertilizer application. In the words of the Joint Research Centre 
(Edwards, Mulligan, and Marelli 2010, p. 104), “one can expect that yields respond 
to prices more in developing countries where yields are further from the techno-
logical limits (and there are good returns to applying more fertilizer, for example).” 
Militating against this potential flexibility are issues like access to capital and 
access to information that render farmers in the developing world less able to 
take advantage of increased prices. More generally, there are all sorts of reasons 
for farmers in different places to be more or less responsive to price. 

What are appropriate levels for yield on price elasticity? A review paper by Keeney and 
Hertel (2008, p. 20) of econometric evidence on price-induced yield elasticity for U.S. 
corn suggested a net yield on price elasticity of 0.25.59 A working paper by Huang and 
Khanna (2010, p. 15) looked again at U.S. data and suggested a value of 0.15 for corn, 
0.06 for soybeans, and 0.43 for wheat. 

The value of 0.25 has been adopted in the GTAP economic model but has been vigor-
ously disputed by Berry (2011). Berry argues that Keeney and Hertel mischaracterize 
the results of the studies they consider and that the results reviewed are based on 
inadequate econometric analysis in which the authors do not demonstrate a causal 
relationship between price and yield. 

A more robust analysis of the econometric data is provided by Berry and Schlenker 
(2011), using the technique of instrumental variables.60 This technique allows economists 
to distinguish the market effects of shifting supply to be separated from the market 
effects of shifting demand; for ILUC, responses to increases in demand are what matter. 
Using this technique, one should be able to confidently distinguish causal relationships 
from other correlations. For the significant majority of regions and crops considered, 

59 “Net” yield on price elasticity is specified because, in the econometric evidence, it is difficult if not impossible 
to distinguish one type of yield effect from another. When one investigates the historical evidence of average 
corn yields, the data include both what is described here as the price-induced yield response and also any 
yield effects attributable to expanding agriculture onto new (and potentially less fertile) areas. This second-
order type of effect is discussed in the next section—for now, it is simply important to understand that the net 
elasticities calculated from the historical data may be considered to be lower bounds for the “pure” yield effect.

60 An instrumental variable is a variable that drives either supply or demand but that is believed to be 
completely independent of both. The classic example is weather, used as an instrumental variable for supply. 
Weather is assumed to be independent of agricultural supply and demand but strongly affects supply 
(because if weather is bad, production falls). One could therefore use weather as an instrumental variable 
determining a supply shift and use it to analyze the elasticity of demand (how do consumption levels and 
prices vary the year after an extreme weather event, for instance).

 Finding an instrumental variable for demand is more challenging. Roberts and Schlenker (2010) suggest the 
innovation of using lagged weather as an instrument for demand. The idea here is that stock levels will be low 
following a year of bad weather and high following a year of good weather. Conversely, demand will be higher 
following a bad year as people try to replenish stocks. The weather in, say, 2008 can serve as an instrumental 
variable for demand in 2009, when stocks will need to be replenished if 2008’s weather was bad. 
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Berry and Schlenker find that the net historical yield on price elasticity is low, and not 
significantly statistically different from zero. For Brazilian soy, they find evidence of 
a nonzero positive value, but in China for several crops there is actually a negative 
elasticity (yields and area cultivated apparently both fall in response to high prices). 
In particular, they find strong econometric evidence that the yield on price elasticity in 
general is substantially lower than the value of 0.25 proposed by Keeney and Hertel—
their estimate is that it is 0.06 or less.  

In contrast, as discussed below in section 3.4, Berry and Schlenker do find significant elas-
ticity of area cultivated to price for the world as a whole, with larger area elasticities for 
several important regions. Huang and Khanna (2010) similarly find higher area elasticities.61 

When considering these yield results, especially from the point of view of modeling indirect 
land use change, it is important to recognize that the econometric analysis can only deter-
mine ‘net yield’ responses, so the results could imply either that both price-induced yield 
effects and marginal yield effects (see below) are small or that both are significant but that 
they cancel each other out (this hypothesis is advanced as a simplification by Searchinger 
et al. 2008, p. 2). An additional problem when looking for evidence of yield responsiveness 
to price in historical data is that for much of the past century agricultural returns have been 
stabilized by government intervention. In this context, it can be argued that it is economi-
cally rational for farmers to invest at a steady rate, consistent with the observed linear rate 
of yield growth. More recently, agricultural decision-making has grown increasingly market-
led as agricultural subsidies become a less important part of farm incomes. In this situation, 
it might be reasonable to expect a stronger response of yields to fluctuating prices. But with 
a relatively short period of data to examine, it is difficult to come to any conclusion. 

The central question here is whether price-induced yield change tempers the ILUC ef-
fects of biofuels policies to a degree that allows them to be effective as climate mitiga-
tion strategies. The following three points should inform the answer to this question:

1. The historical econometric evidence for a strong long-run (over several years) 
response of yield to price is not compelling. Figure 3.3 neatly illustrates the 
apparent lack of a correlation between volatile prices and a steady rate of  
underlying yield change. In order for yield to be the dominant response to price 
in the next decade compared with expansion of area under cultivation, it must 
be much more responsive to price in the future than it has been previously. 

2. The historical econometric evidence on the short-run elasticity of yield to price 
(the year-to-year response) shows evidence, however weak, for a small positive 
value. Most of the literature on the subject is explicit in averring that yields are 
fairly unresponsive to prices (Berry 2011). It is possible to make microeconomic 
arguments that economically rational farmers should raise yields when prices 
are high and that this response should be stronger now than in the past, but 
this effect is not apparent in the data. Using a relatively high value is therefore a 
matter of microeconomic expectation or optimism rather than evidence.

3. Most studies that consider both yield and area elasticities find that area is more 
responsive than yield. Indeed, Roberts and Schlenker (2010) argue that area 
expansion is the only significant supply-side response to price. Any ILUC model 

61 They find an overall area expansion elasticity to price of 0.257, higher than the yield elasticities for soy (0.06) 
and corn (0.15). Wheat, on the other hand, came out as more yield responsive than area responsive (0.43), but 
it is a less important crop in the U.S. context. 
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that expects more feedstock to be supplied through yield increase than area 
expansion must be based on arguments that in the future yield responses will be 
greater than in the past and that area response will be less.  

Overall, while yield change could provide an important moderating influence on ILUC, 
the evidence is not strong enough to expect that it will be a larger one than area 
expansion—indeed, there is a lack of convincing evidence that it will make an important 
contribution at all. 

3.2.4. Cropping intensification
As well as the possibility that price signals would lead farmers to increase crop yields, 
it has been argued that price could lead farmers to increase the intensity of cropping, 
that is, to increase the number of crops harvested in a single year. This argument was 
put forward in the report of the Elasticity Values Subgroup of the Air Resources Board’s 
Expert Workgroup on Indirect Land Use Change (ARB 2011, p. 5). That report, surveying 
the literature on yield on price elasticity, observed, “The overall conclusion of these stud-
ies is that the short-run response of yields to crop prices is quite inelastic.” The group 
notes, however, based on results presented by Babcock and Carriquiry (2010) in work 
performed for the U.S. National Biodiesel Board, that this ignores the possibility that 
double cropping will increase in response to high prices. Babcock and Carriquiry note in 
particular that the area of double-cropped soybeans in the United States increased at 
the same time as the food price spikes of 2007/2008. They also point out that in Brazil, 
an increase in the planting of corn after soy has been harvested, although in this case 
there seems to be a more general adoption of the practice and less of a correspondence 
to increasing price. For the United States, Babcock and Carriquiry argue that the 
potential to double-crop could be implicitly incorporated in models by raising the yield 
on price elasticity. For GTAP they suggest that overall soy yield elasticity should be 
increased by about 0.08 to account for the option to double-crop, while for Brazil they 
recommend an increase in elasticity of 0.24.

As with other yield-related responses to price, an increase in double cropping seems 
plausible—but, as Berry (2011) remarks, “the authors do not present formal statistical 
or econometric evidence about double-cropping,” and “the Babcock and Carriquiry 
anecdote is about one price increase in one country for one crop.”

The European Commission’s Directorate-General for Energy (EC DG Energy 2010) also 
discusses cropping intensity. It notes that in Food and Agriculture Organization (FAO) 
data an intensification of double cropping would likely be accounted for as an increase 
in harvested area; that is, it would look like a land use change in the data and might lead 
to an overestimation of land area elasticity in analysis of that data.  

The apparent link between the price spike from 2006 to 2008 and an increase in 
double cropping is interesting, but the data are so narrow that it would likely be pos-
sible to find an alternative region and crop combination for which the picture would 
look strikingly different. Without a more thorough analysis of the relationship between 
double-cropping decisions and price/returns, it is premature to allow assumptions about 
double cropping to form a major plank of the basis for biofuels policy. For the modeling, 
it would seem appropriate to treat this effect as small compared with expansion of 
cultivated area, although including it as a sensitivity test could be instructive. Certainly, if 
policies could be constructed that actively favored double cropping, they might help to 
reduce the likely impact of ILUC emissions. 
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3.2.5. Yield at the margin of production
As just discussed, when demand for biofuels increases, it is probable that yields on 
existing agricultural land rise, or at least they are unlikely to fall. But as well as raising 
their production by intensifying cultivation on current lands, farmers can expand the 
land area they cultivate. Will newly converted lands have a higher, a lower, or the same 
yield as the average for land already under cultivation in a given region? Marshall et al. 
(2011, p. 21) contend, “In most regions, existing crops are already on the most produc-
tive agriculture land, so yields on newly converted lands would likely be lower than 
on existing cropland.” This is because production costs increase with decreasing yield 
(Marelli, Mulligan, and Edwards 2011, p. 37). Especially in regions with well-established 
agricultural economies, any remaining natural land has probably not been cultivated 
for a reason: it may be too dry, have poor soils, or be on a slope. If there is potentially 
highly fertile land that has not been cultivated yet, there may be other reasons, such as 
lack of infrastructure or legal barriers; higher prices might not overcome those other 
barriers. The Directorate-General for Energy (EC DG Energy 2010, p. 17) points out that 
“if converted land has a lower yield than ‘existing’ (already cultivated) land, more land 
will need to be converted.”

One approach to estimating yields on new land is to compare yields on existing cropland 
with those on land that has been set aside because of declining production in Europe 
and the United States. It is assumed that the land that is set aside in response to these 
programs is representative of the land that will be brought back into production as 
prices rise. Love and Foster (1990, p. 273) note that “farmers take their least productive 
land out of cultivation in order to meet any land diversion requirements for program 
benefits. This is a widely accepted belief regarding farmer behavior supported both by 
theoretical and conceptual work.” Despite this, some studies have failed to find strong 
evidence for large yield disparities, at least at the farm or county level.62 This contrasts 
with studies that find a substantial effect at the national or regional level. According 
to Keeney (2010, p. 5), farmers may face various “limitations on unit-by-unit decision 
making” restricting their ability to idle or re-utilize land selectively based solely on 
yield potential. These include the likelihood that the most (or least) productive pieces 
of land may not be contiguous, increasing the cost overhead from selective idling. This 
does not rule out a significant marginal yield effect at the aggregate level, however. 
Hoag, Babcock, and Foster (1993) suggest63 that, at the aggregate level, there may be a 
tendency for less productive farmers to set aside land before any others do. That would 
explain the observed increase in average productivity when land is set aside, even in the 
absence of a correspondingly large effect on individual farms. 

For set-aside programs as a whole, Keeney finds a range in estimates of the ratio of 
marginal to average yield from about 0.5 to 0.9.64 This is consistent with the Joint 
Research Centre (Edwards, Mulligan, and Marelli 2010, p. 102), which finds a ratio of 0.65 
based on statistical analysis for Europe and an implied ratio of 0.71 based on UK data 
from the 1990s. It is also consistent with a finding by Ogg, Webb, and Huang (1984) 
that idled land in U.S. set-aside programs in the 1970s had soil types 65–95 percent as 
productive as the national average.65 Keeney concludes, “We would expect marginal land 
to a crop to be no more than ninety percent as productive as that previously planted.” 

62 Hoag, Babcock, and Foster (1993); Weisgerber (1969).
63 Referencing data in Weisgerber (1969).
64 Weisgerber (1969); Ericksen and Collins (1985); Love and Foster (1990); Norton (1986); Ash and Lin (1987).
65 According to Keeney (2010).
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In contrast, analysis of UK and European set-aside provisions by the UK Department 
for the Environment, Food and Rural Affairs (UK DEFRA 2001, pp. 18–19) found minimal 
evidence of a low marginal to average yield ratio. The department suggests that the 
discrepancy between its findings on the European experience and results from Love and 
Foster (1990) for the United States might be a consequence of European farmers setting 
aside plots in rotation, so that in Europe lower-yielding land was not so systematically 
removed from production as it was under the U.S. scheme. 

The literature on yield ‘slippage’ in set-aside programs is probably more relevant to 
relatively small changes in land use than to major changes in agricultural priorities. If 
a much more significant change is in the offing, for instance, a major expansion of a 
commodity crop export from Africa or a major resurgence of agriculture in the former 
Soviet Union, those agricultural decisions would be less comparable to the ones 
made by farmers under set-aside policies. It is not immediately clear whether cases 
of large-scale land expansion would result in a lower marginal to average yield ratio 
(perhaps because expansion could occur in areas that are generally less promising 
than those already cultivated) or a higher ratio (perhaps because land use has been 
better optimized near existing farms, while there are still opportunities to find good 
unused land further afield). 

Several commentators point out that in some developing countries (such as South 
America and Africa) agricultural systems have had less time to become optimized, large 
areas may be available for expansion, and cropland choices may have been determined 
as much by location and accessibility as by land quality. In that case, one might not 
expect to see systematic differences between the yield on current cropland and 
marginal cropland. In some circumstances, because unsustainable agricultural practices 
may degrade cropland after a number of years, it is possible that new land may even 
be more productive than existing cropland. The results of set-aside analysis may not 
be well suited to all countries. The Brazilian research institute ICONE (‘The Institute for 
International Trade Negotiations’) has made a case that sugarcane yields on new land in 
Brazil may initially be lower than average yields but that once technology is adapted to 
local conditions, average yields can be attained (Marelli, Mulligan, and Edwards 2011, p. 
27). However, ICONE also reported that yields on new land may decline over time by as 
much as 30–50 percent. Thus, while it is possible that the difference in yields between 
new land and existing cropland may be smaller in Brazil than in Europe and the United 
States, there is clearly variation all the same.

The Joint Research Centre (Edwards, Mulligan, and Marelli 2010, p. 102) suggests a 
narrative in which not only is newly converted land less fertile than the average land 
already in production, but crops are bounced sequentially into less suitable areas, creat-
ing a compound effect (Figure 3.4). The theory is that if more wheat is demanded for 
ethanol, wheat cultivation will not itself expand into new areas but will instead displace 
barley from the best-yielding barley areas (which will still be less suitable for wheat than 
current wheat fields). Barley in turn displaces rye, with lower yields for the newer barley 
acreage than the average, and finally it will be the rye that expands onto entirely new 
land, again with a lower than average yield. If this is indeed the pattern of expansion for 
a given crop and region, then one would expect that the observed ratio of marginal to 
average yield for a single crop would represent a maximum for the effective productivity 
of new land. 
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Figure 3.4. Schematic based on Edwards, Mulligan, and Marelli (2010, Figure 24) showing an ILUC 
multiplier effect through successive crop displacement

The possibility that, as the JRC suggests, yields will vary as crops are shifted is covered 
in some of the economic models. GTAP and MIRAGE both assume that the rent for a 
given piece of land can be used as an indicator of productivity. Hence, if a crop expands 
onto a low-rent land area, the yield would be lower than for a higher-rent area. Hertel et 
al. (2010a, p. 227) observe that, for GTAP, “in the United States, this expansion results 
in a decline in average coarse grains yields as maize production expands into land less 
suited for maize.”

In the modeling of indirect land use change, the treatment of yield at the margin of 
production thus varies from assuming that yields are identical to using set ratios to, in 
recent GTAP versions, employing a relatively complex modeling assessment of global 
land productivity. In EPA’s modeling for the RFS2, yields on new land within the United 
States were assumed to be exactly the same as yields on existing cropland, while inter-
nationally they were assumed to be only 2.3 percent lower than on existing cropland.66 
Al-Riffai, Dimaranan, and Laborde (2010, p. 22), using IFPRI-MIRAGE in modeling for 
the European Commission, assumed marginal yields to be only 50 percent of exist-
ing yields, except in Brazil, where they assumed marginal yields of 75 percent. The 
subsequent modeling by Laborde (2011a) modified this assumption to 75 percent for 
all countries.67 Prior to 2010, GTAP assumed marginal yields to be 66 percent of yields 
on existing cropland68 in all regions. 

66 According to the Oregon Low Carbon Fuels Standards Final Report (Oregon Department of Environmental Quality 
2011, Appendix G, p. 12), available at http://www.deq.state.or.us/aq/committees/docs/lcfs/reportFinal.pdf.

67 As documented in Laborde and Valin (2012).
68 Tyner et al. (2010, p. 58).
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More recently, in new ILUC modeling work for the U.S. Department of Energy’s 
Argonne National Laboratory, Tyner et al. (2010) detail the introduction of a more 
sophisticated approach to estimating the marginal to average yield ratio. This new 
system uses the Terrestrial Ecosystem Model (TEM) to calculate spatially explicit values 
for expected rates of plant growth in each region. These net primary productivity 
(NPP) values, which are based on suitability for growing corn,69 can then be compared 
for land currently cultivated and land considered available for conversion. The ratio of 
the NPPs is used in the new GTAP modeling as the local marginal to average ratio. This 
approach produces a wide range of yield differentials depending on the region, but on 
the mean, marginal yields are only 10 percent lower than yields on existing cropland.70 
This result is consistent with the high end of the range identified by Keeney (2010). 

The TEM analysis can be questioned, however, for several reasons. For one, it is not 
immediately clear that the expected NPP (total growth) of a plant is a good proxy 
for yield; yields could potentially be disproportionately lower on low-quality land.71 
Next, corn yield may not be a good proxy for expected yield of other major crops, all 
of which are C3 plants (C3 and C4 refer to different biological processes plants use 
to fix carbon from the atmosphere—corn is a C4 crop). The TEM does not include 
irrigation, and so GTAP makes a simple correction: all marginal yields are decreased by 
10 percent, and no ratios or marginal to average yields above 1 are allowed. The Joint 
Research Centre (Marelli, Mulligan, and Edwards 2011, p. 39) also cautions that the 
resolution of TEM may be inadequate to fully capture many factors. It argues that, “The 
drivers of suitability, such as soil type or climate, in agricultural land may be inhomoge-
neous within a 2500km grid cell… By ignoring all other sources of yield variation (like 
variation on individual farms, variation due to levels of competence and investment, 
and variation between farms), TEM might underestimate the difference in average and 
marginal yield.”

These assumptions (NPP as a proxy for yield, corn as a model crop, the irrigation cor-
rection, resolution) all introduce a degree of uncertainty into the model. The analysis 
has also been criticized (Berry 2011, p. 22) because it necessarily ignores economic 
considerations in land selection. Berry maintains, “If there is highly biologically produc-
tive land that is not used for farming … it must be that it has other disadvantages in 
terms of transportation, land use regulation, or competition with alternative uses.” 
He remarks that, if the TEM analysis is to be believed, there are actually several areas 
in which the average yield on currently uncultivated land would be higher than on 
cultivated land, which is economically counterintuitive.72 On the other hand, Reilly 
(2010) contends that, because in developing regions such as Latin America land use 
is limited by infrastructure, it is likely that parcels of high-yielding land exist, and so 
GTAP should allow marginal to average yield ratios to exceed values of 1. At this stage, 
without additional work to demonstrate real correlations between the TEM model 
results and observed yield, it remains unclear whether this approach is a genuine 
improvement over a flat ratio assumption or whether it simply introduces an additional 
layer of uncertainty. 

69 Tyner et al. (2010, p. 58) describe this as a “generic C4 crop.” It has been confirmed via a personal 
communication that this was corn.

70 According to John Reilly’s comments to the Air Resources Board (2010).
71 There is evidence that the harvest index (the ratio of yield to total biomass, or NPP) can be reduced under 

stressful conditions (reviewed in Hay 1995), which are more likely to be experienced by crops growing on 
low-quality land.

72 Recognizing that a marginal to average ratio greater than one seems unlikely, Tyner et al. (2010) cap the ratio at 1. 
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The question of marginal to average yield ratio is clearly an important one, but there 
is limited consensus in the literature as to what this ratio should be: estimates range 
from 0.29 (Edwards, Mulligan, and Marelli 2010, p. 103)73 to above one for some regions 
based on the results from TEM. Assuming that the range identified by Keeney (2010) 
of 0.5–0.9 is probably reasonable, the effect on ILUC estimates could be substantial if 
the appropriate values are toward the lower end of that range. 

3.2.6. Yield in the modeling of indirect land use change
Questions about yield, and especially about how and whether price increases caused 
by biofuel demand will induce general yield increases, have been at the heart of the 
ILUC modeling discussion from the start. Searchinger et al. (2008, p. 2), as already dis-
cussed, made the assumption that “present growth trends in yields continue but that 
positive and negative effects on yields from biofuels balance out.” This assumption is 
clearly a substantial simplification of a number of complex interacting processes, and 
more recent modeling of ILUC has sought to treat various yield effects explicitly. 

Hertel et al. (2010a), modeling with GTAP, included both a price-induced yield increase and 
a reduced yield at the margin of production. The yield on price elasticity in the modeling 
was set at 0.25, based (as noted above) upon Keeney and Hertel (2008). The yield on newly 
cultivated land was fixed at 66 percent of the average yield for each region, while the yield 
when one crop type expands onto land previously used for a different crop was based on 
the land rent (assuming that land with a higher rent will generally be more fertile). 

Hertel and colleagues (2010b, p. 228, Table S1) broke down their results, allowing 
others to identify to some extent the impact of intensive and extensive yield changes. 
Within the United States, price-induced yield increase lessens land demand by about 
18 percent, while lower yield at the margin of cultivation boosts land demand by 22 
percent. Within the United States, yields of crops other than corn, such as oilseeds, 
tend to fall—presumably, as corn prices increase, other crops are pushed into lower-
productivity cropland and onto virgin land. This reflects the knock-on yield impacts 
discussed by the Joint Research Centre (Edwards, Mulligan, and Marelli 2010). 

For the rest of the world the picture is somewhat different, with a small overall land saving 
owing to yield effects. Apparently, as land switches between crops, the average yields 
for all categories increase, and this is more important than yield losses as new land is 
cropped. The Hertel model details do not indicate the land saved globally by yield effects, 
but the Joint Research Centre (Edwards, Mulligan, and Marelli 2010) provides a global 
breakdown of results for what is essentially the same model and scenarios, using GTAP 
to simulate an increase of 1 megaton of oil equivalent in U.S. corn demand. It finds that 
intensive yield effects provide 14 percent of the feedstock needed for corn ethanol. If the 
land ‘saved’ is distributed evenly around the areas where GTAP predicts expansion, this 
represents a 20 gCO2e/MJ reduction in carbon intensity for corn ethanol. 

The Joint Research Centre (Edwards, Mulligan, and Marelli 2010) results for the land 
area saved by price-induced yield increase show a wide variation between models 
(Figure 3.5). The modeling using IFPRI’s IMPACT, for instance, has extremely strong 
yield effects, whereas the effects in GTAP are more modest but still important.  

73 This assumes (for wheat) that land for expansion will have 0.7 times the average yield on a given farm and that 
the crop that expands will be rye with a yield 0.41 times the average for all cereals. Noting (Keeney 2010) that 
U.S. studies as well as the U.K. Department of Environment, Food and Rural Affairs (U.K. DEFRA 2001) found 
much less striking on-farm discrepancies, this suggestion may be reasonably treated as an outlier.  
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Figure 3.5 Comparison of the importance of price-induced yield change in models

Source: Edwards, Mulligan, and Marelli, 2010

3.2.6.b. Effect of marginal yield in the economic modeling
ILUC modeling with both GTAP and MIRAGE has tended to assume that marginal 
yields are lower than average yields. Keeney (2010) presents results from studying the 
sensitivity of land use change in Brazil predicted by GTAP, using the range previously 
given, from 0.5 to 0.9, for the ratio of marginal to average yield. He finds that the 
predicted extent of land use change responds to the marginal to average yield ratio 
exactly as might be expected—if the ratio is 0.5, 1.8 times as much land is needed as if 
the ratio were 0.9. Presumably, in any given region ILUC emissions predicted by GTAP 
would match the scale of land use requirements, so this modeling suggests that ILUC 
emissions will be sensitive to the marginal to average yield ratio, with the effect directly 
proportional to the chosen value. If this were carried through in the Tyner et al. (2010) 
modeling using TEM, which found ILUC emissions intensity for corn ethanol of 18 gCO2e/
MJ, then ignoring marginal yield would likely reduce emissions by about 2 gCO2e/MJ, 
while using the original factor of 0.66 might increase emissions by about 7 gCO2e/MJ 
(about 35 percent). Hertel et al. (2010b) analyze74 the combined effect of both types 
of extensive yield modeling (the yield on new land and the yield as crops shift) and get 
a result that seems consistent with the sensitivity analysis by Keeney, with extensive 
effects increasing ILUC emissions by about 50 percent. The naïve expectation would 
have been for the yield effect on new land to increase emissions by about this much, 
which suggests that the effect of crop switching is less pronounced. 

Laborde (2011a) also provides sensitivity analysis to the chosen value of the marginal 
to average ratio but finds a very different result. Unlike Keeney’s modeling, where the 
results are sensitive to the parameter, Laborde notes that in Monte Carlo analysis with 
MIRAGE, the response to this parameter is ambiguous (Laborde 2011a, p. 32). Part of the 

74 This analysis is done by switching effects on one at a time. Because the extensive effects are the last “switch,” 
their importance ought to be well captured by this method (because as the last switch is turned on, all of the 
other possible economic responses are already active).
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difference in responses between GTAP and MIRAGE is because MIRAGE has a dynamic 
baseline projected forward to 2020. That means that if the marginal to average yield 
ratio is low more expansion of area cultivated occurs in the model baseline, before the 
scenario with heightened biofuels demand is even run. Laborde explains, “The large 
expansion in the baseline needed to compensate for the low productivity of new land 
reduces the remaining amount of available land in the baseline.” Ultimately, with the 
new baseline the model is more resistant to land expansion because of increased biofuel 
demand (so demand and price-induced yield effects are stronger in comparison). The 
upshot is that the effect of marginal yield on emissions may be limited in MIRAGE 
modeling. Laborde comments that this unexpected dynamic “emphasizes the role of 
the baseline behavior in our assessment and the importance of understanding that we 
compute the effects of the biofuel policy as a marginal deviation from this baseline.”  

3.3. CHOICE OF CROPS
The average yield in tons per hectare can be altered without changing the average yield 
of any given crop. Price induced yield change, as discussed in section 3.2.2, is about 
improving the yield of a given crop on a given piece of land. An economic model might 
predict, say, that the yield of wheat in France would rise by 10 percent in response to 
financial pressure. However, the total productivity of the system can also be affected by 
changing which crops are grown and where they are grown. In the words of the Joint 
Research Centre (Edwards, Mulligan, and Marelli 2010, p. 24), “average yields also go up 
or down because of changes in the crop-mix…, and because of production of individual 
crops shifting from one country to another.”

3.3.1. Crop switching
Consider the example of corn and soybeans grown in the United States and Argentina. 
According to the FAO, the two countries have similar soybean yields, about 9 metric 
tons per hectare, but the U.S. corn yield is higher than Argentina’s. If all 3 megahectares 
of Argentine corn-growing land were shifted to soy (assuming for a moment that it 
could attain average soy yields), this could free up 2.9 megahectares from growing 
soy in the United States, which could be changed over to corn. Overall, soy production 
would have remained the same, while total corn production in the two countries would 
have increased by 1.5 percent. It is easy to imagine that such crop switching between 
regions might be able to provide substantial efficiency in land productivity when consid-
ered for all crops and regions. 

The example above made sure to preserve the overall production of soy. A more disrup-
tive form of crop switching can occur if a shift to a crop with a higher yield occurs at the 
expense of production of a lower-yielding crop. For instance, ILUC modeling using IFPRI’s 
MIRAGE model by Laborde (2011a) predicts a substantial reduction in the area in Europe 
devoted to ‘other oilseeds’ (an aggregated category consisting of various minor oilseed 
crops), with a simultaneous increase in rapeseed area. In MIRAGE, rapeseed is character-
ized as having a yield ten times the average for the other-oilseeds aggregate. Therefore, if 
rapeseed is allowed to displace other oilseeds in the model, the productivity of that land 
area in terms of tons of oil production per hectare can be substantially increased —but at 
the expense of reducing overall production of those other oilseed crops.

In real life, one would expect to see some limitations on the crop-switching processes just 
described. First, crops are not perfectly interchangeable, and a good area for corn produc-
tion might not be such a good area for soy production. The example in which soy produc-
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tion shifts from America to Argentina relies on being able to achieve decent soy yields on 
the Argentine areas currently occupied by corn and decent corn yields on some of the U.S. 
areas currently used for soy. If it is impossible to achieve average or close to average yields 
after these shifts, then 1.5 percent would be a significant overstatement of the potential 
to increase corn productivity by a simple land swap of this sort. Following the logic of the 
Joint Research Centre (Edwards, Mulligan, and Marelli 2010; see section 3.2.5 above) it 
might not be appropriate to assume that the same yields could be achieved following crop 
switching as on existing areas since farmers are likely to have already optimized their land 
allocations. In general, ILUC models allow these types of area changes without applying any 
yield penalty. Where crop switching is an important contributor to meeting the demand for 
biofuels, this could cause ILUC to be underestimated, maybe substantially. 

3.3.2. Location of expansion
In modeling ILUC, the location of crop expansion is critical because of the different 
emissions factors for different regions and land cover types (e.g. forest typically seques-
ters more carbon than grassland). Hence, if soy expansion in Brazil is believed to be 
linked to Amazon deforestation, then this may be more of a concern for ILUC than soy 
expansion in the United States. 

The location in which expansion occurs is important not only for emissions factors but 
also in terms of determining the net land expansion because of the variation in yield 
between regions. The example from the previous subsection indicated that the United 
States has higher corn yields than Argentina (indeed, the United States has the world’s 
highest, a consequence of many years of the development of a heavily industrialized 
system). When corn demand increases in the United States due to corn ethanol require-
ments, the acreage dedicated to corn production is expected to expand somewhere (i.e., 
some ILUC will likely occur, as well as reduced consumption and increased yields). 

In calculating the quantity of land use change that this implies, it is important to deter-
mine whether the expansion of corn cultivation happens in the United States, at very 
high yields, or in a country like Argentina, with middling yields, or in a region like Africa, 
where, according to the FAO, the average corn yield is less than 25 percent of the U.S. 
yield. That means that it could require four times as much land use change in Africa as 
in the United States to meet the same increment in corn demand, with correspondingly 
larger carbon emissions. When the additional biofuel demand is coming from within 
the United States, this becomes a question of how fluid international trade is and how 
interconnected markets are —does an increase in demand in the United States translate 
to higher corn prices and additional production in Africa or anywhere else?

Economic modeling of ILUC recognizes the importance of this question, and models in 
general adopt one of two approaches to world trade. The first is to assume that there is a 
single world market for agricultural products. In this type of model, goods produced in all 
regions form a sort of indistinguishable central pool of available products, and consumers 
in all regions can purchase from this global pool without reference to where goods were 
produced. Increased demand in any region affects a world market price, and this world 
price applies to all producing nations. The approach can be made more sophisticated and 
realistic by including a more complex model of price transmission from the world market 
to local markets—for instance, by building in tariffs and transport costs. A single world 
market perspective deems that an African farmer will experience more or less the same 
change in demand as an American farmer or an Argentine farmer. This is the approach 
adopted by models including FAPRI, the model used by the EPA to assess ILUC. Models 
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that take it up tend to show land use change being spread across a wider set of countries, 
with less focus on the country in which the biofuel mandate is originally introduced. 

The other modeling approach uses what are referred to as ‘Armington elasticities’ to 
characterize trade relationships between each pair of countries. This approach is based on 
a 1969 paper, “A Theory of Demand for Products Distinguished by Place of Production,” by 
Paul Armington, an economist working at the International Monetary Fund. According to 
Armington (1969, p. 1), “In theories of demand for tradable goods, it is frequently assumed 
that merchandise of a given kind supplied by sellers in one country is a perfect substitute 
for merchandise of the same kind supplied by any other country.… A preferable approach 
would be to recognize explicitly that any world model of feasible dimensions would 
identify few, if any, kinds of merchandise for which the perfect-substitutability assumption 
is tenable.’” 

That paper changed the way that people approach computable general equilibrium 
modeling. The idea of ‘perfect substitutability’ that Armington challenged is the single 
world market version of the world. As an alternative, he proposed that consumers 
would treat differently more or less identical goods that were produced in different 
regions. Consider a simple example of this type of differentiation in the automotive 
market: People might expect Japanese cars to be more reliable than Russian ones. In 
such a market, it might be too much of a simplification to say that Russian cars are 
perfectly substitutable for Japanese cars. There may be several reasons underlying the 
differentiated preferences that Armington describes, going beyond simple consumer 
preference to include transport costs, corruption, import tariffs, other import regula-
tions, and imperfect information flows. To simplify all of this into a form that can be used 
in economic modeling, Armington collects all of these constraints into one number, the 
Armington elasticity between products from different regions. 

The use of Armington elasticities can have a profound effect on the outcomes of indirect 
land use change modeling. For instance, when modeling increased demand for corn 
ethanol in the United States, a low elasticity between domestic and imported corn would 
tend to keep land use change effects concentrated domestically. The Joint Research 
Centre (Edwards, Mulligan, and Marelli 2010, p. 109) explains, “The results of GE models 
like GTAP and LEITAP show a strong correlation between the regions where ILUC occurs 
and the regions where extra biofuel production takes place. This is a result of the Arm-
ington elasticities used in GTAP and LEITAP.”

Keeping in mind that the United States has the highest corn yields in the world and 
Africa has low ones, a model with a low Armington elasticity between American and 
African corn would be likely to show a lower net land use change than one that assumed 
a single world market. 

One problem with using Armington elasticities is that they are derived from existing 
trade flows, and that makes them ‘sticky’ in the model—that is, the model may be unable 
to reflect fundamental changes in global trade patterns. For instance, imagine that in the 
next 10 years an African government strongly encourages export-oriented agricultural 
development, specifically with a view to selling to biofuel markets. If that country does 
not currently have substantial trade relationships in the commodity in question, in any 
economic modeling the Armington elasticities will prevent them from developing in 
future. To take another example, Armington elasticities for purchases of Japanese cars in 
Europe based on data from the 1950s would be a poor picture of those purchases today. 
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Figure 3.6. European trade balance for palm oil and the aggregate of sunflower oil and rapeseed oil

Source: FAOSTAT, via Malins, 2011a

Note: Net exports are positive, net imports negative.

The use of the Armington framework has been the subject of intense debate in eco-
nomic modeling, both for ILUC and for other applications. The Joint Research Centre 
(Edwards, Mulligan, and Marelli 2010) notes that Armington elasticities are generally 
calibrated using short-term data. While there may be some inertia in the system in the 
short term, in the long term markets can evidence considerable flexibility. For example, a 
single poor rapeseed harvest might result in stocks being drawn down, with a relatively 
weak transfer of demand to other oils, but a sustained increase in the rapeseed oil price 
could drive users to find ways to use other oils with slightly different properties. The JRC 
(Edwards, Mulligan, and Marelli 2010, p. 109) therefore contends that Armington-using 
models are likely to over-concentrate land use change within the area in which mandates 
occur. An example would be the GTAP modeling for the state of California, in which land 
use and consumption changes occur to a much larger extent in the United States than in 
the single-world-market-based FAPRI modeling.

3.3.2.b Vegetable oil markets
For indirect land use change modeling of biodiesel in particular, one important question 
is the extent to which different oils can substitute for each other. Specifically, because of 
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the strong link between palm oil production and deforestation, the amount of palm oil 
expansion predicted by a given model can be critical. At one extreme, E4tech’s causal 
descriptive modeling assumes that other oils cannot substitute for rapeseed oil at all in 
European food markets (E4tech 2010, p. 52), “While significantly cheaper than rapeseed 
oil, palm oil use tends to be constrained due to its physical properties (principally the 
fact it is solid at room temperature). Experts tend to believe that palm oil has already 
achieved its technical maximum market share in the EU (particularly EU15 countries).” In 
Armington terms, this assumption would mean a very low Armington elasticity between 
European oilseeds and those from Indonesia and Malaysia.

At the other end of the spectrum, several analysts argue that over the medium to long 
term vegetable oils are completely substitutable. It might take some time for people 
to learn to accommodate different products, but, given a prolonged price signal, 
they would happily switch. Here is the Joint Research Centre (Edwards, Mulligan, and 
Marelli 2010, p. 109) again, “A rapeseed oil ‘shortage’ which lasts a decade because 
of an increase in demand due to biofuels will result in much more widespread effects, 
as manufacturers and consumers learn to use substitute oils, and as production area 
expands in regions with more available land.”

Evidence that European rapeseed oil demand is well correlated to demand for other 
oils, notably palm oil, is laid out by the Malins (2011a; 2013) based on FAO data. Figure 
3.6, shows that the overall European trade balance of domestically produced oils, 
sunflower and rapeseed, has tracked closely the trade balance in palm oil, suggesting 
that demand for domestic oils is well correlated to demand for palm. Malins (2013) also 
notes that growth in European vegetable oil imports has been coincident with growth 
in biodiesel demand. 

3.3.3. Crop location and switching in the modeling of indirect land 
use change 
Searchinger et al. (2008, p. 2) stress the importance of the location of crop expansion to 
determining land use change effects:

 » As more American croplands support ethanol, U.S. agricultural exports decline sharply 
(corn by 62%, wheat by 31%, soybeans by 28%, pork by 18% and chicken by 12%).

 » When other countries replace U.S. exports, farmers must generally cultivate more 
land per ton of crop because of lower yields.

The extent to which ILUC will occur within or outside the United States has been much 
debated. Searchinger and colleagues, using the FAPRI model which has a single world 
market view of agriculture, find very large reductions in exports; hence, expansion of 
cultivated land is predicted elsewhere in the world. GTAP, espousing the Armington 
assumption that tends to keep more production based domestically, finds ILUC results 
focused more within than beyond the United States. 

Crop switching has not been one of the more thoroughly discussed ILUC effects. 
Because, even more so than for changes in food consumption or yield, it is an expression 
of the interaction of a long list of elasticities representing different crops, markets, and 
countries, it can be difficult to get a handle on. The decomposition methodology pro-
posed by Witzke et al. (2010), with some modifications (see Appendix A), can highlight 
the effect of area shifting between regions in various scenarios (Figure 3.7). 
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Figure 3.7. Effect on land use of expanding crops in areas with yields higher or lower than the world 
average based on methodology outlined in Witzke et al. (2010) 

Note: Positive values represent land required for expansion of cultivation; negative values represent 
land conserved. 

Notably, the savings or increases in land requirement implied by shifting the location of 
production are of the same order of magnitude as the savings identified by the Joint 
Research Centre (Edwards, Mulligan, and Marelli 2010) from price-induced yield effects. 
Also, despite their different treatment of agricultural markets, both GTAP and FAPRI (in 
this cases a later version than that used by Searchinger et al.) concentrate additional 
production in higher-yield areas. There is no question that the model decisions about 
where crops will be expanded are a key component of the ILUC calculation. 

3.4 UTILIZATION OF CO-PRODUCTS
Biofuel production does not fully utilize the crops used as feedstocks. Traditional 
ethanol production uses fermentation of carbohydrates, so that proteins and fats in the 
feedstock are left over. Oilseed crushing produces oil for biodiesel, but there are proteins 
and carbohydrates left over in the meal.75 Biofuels production is therefore accompanied 
by the production of economically valuable co-products, notably distillers grains with 
solubles (DGS) and oilseed meals. In the United States, corn DGS and soybean meal 
are the two major co-products and are both used as animal feed. In the EU, wheat DGS 
and oilseed rape (OSR) meal are the major co-products. As in the United States, these 
co-products will find increasing use in animal feed rations in the EU. They are important 

75  A meal is the powdery substance produced by crushing a grain, seed, or pulse.



80

ICCT

sources of protein and energy and can readily be integrated into rations for cattle, 
pigs, and poultry. Table 1 shows some examples of co-products produced from biofuel 
pathways and their potential economic uses. 

Table 3.2. Some examples of co-products from biofuel production

Biofuel Co-products USES

Corn Ethanol 

Dry milling—Wet and dried 
distillers grains with solubles 
(DGS)

Wet milling—corn gluten meal, 
corn gluten feed, corn germ 
meal, corn oil, corn steep liquor

DGS in animal feed—displaces corn, urea, 
soybean meal, etc.

Corn gluten meal, corn gluten feed, corn germ 
meal, corn steep liquor—can be used for feed 
rations of various livestock types

Corn oil—biodiesel, cooking oil, pharmaceuticals

Wheat ethanol Wheat dried DGS Displaces wheat, barley, soybean meal, etc., in 
animal feed

Biodiesel from vegetable 
oils (soybean, rapeseed, 
sunflower, palm oil, etc.)

Meal 
Glycerol

Meal—source of protein in animal feed
Glycerol—pharmaceuticals, chemicals, 
cosmetics, energy

Cellulosic biofuel Electricity from lignin Displaces grid electricity

Sugarcane ethanol Electricity from bagasse Displaces grid electricity

Co-products can be broadly placed into two categories: those that directly displace 
land-based products and have land use implications, such as DGS displacing soybean 
meal, and those that displace non-land-based products such as urea, glycerol, and 
electricity. Co-products in the second category do not have land use implications but 
have greenhouse gas (GHG) reduction implications. 

When biofuel co-products are utilized as livestock feed, this reduces demand for other 
commodities and the associated demand for land. It is important to consider this in any 
assessment of indirect land use change. The corn ethanol industry uses about 40 percent 
of the U.S. corn crop, but about a third of this is returned to the livestock feed market as 
distillers grains, potentially reducing the net increase in land demand by a third as well. 

As cellulosic ethanol production scales up, co-product electricity from lignin is likely to be 
used to displace grid electricity. This probably does not affect land use but may provide 
an emissions credit, which is often counted in the direct life cycle analysis (LCA). Likewise, 
electricity generated from bagasse is a co-product in sugarcane ethanol production. 
Although it is important to account for reductions in GHG emissions from displacement of 
non-land-based products in estimating well-to wheel GHG emissions, the focus here is on 
the co-products with land use implications, as they are most relevant to ILUC modeling.

3.4.1. How do co-products affect land use?
In general, the land use impact of co-products depends on

 » Co-product yield per unit biofuel

 » The amount of other feedstock that is displaced (i.e., does one ton of co-product 
replace less than one ton, one ton, or more than one ton of other feed?) 

 » The variety of other feedstock that is displaced—does the co-product replace only corn, 
or both soybeans and corn, or a combination of soybeans and corn and alfalfa and wheat 
middling (the portion of the kernel not typically used as grain) and almond hulls, etc. 

 » Land use requirements of all displaced feed components.
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To illustrate how co-products can affect land use emissions, consider the example 
of wheat dried distillers grains (DDGS), an important co-product in wheat ethanol 
production in Europe. As the demand for ethanol grows, the output of wheat DDGS 
increases. Wheat DDGS serves as an animal feed resource and can replace wheat, 
soybean meal, and other ingredients—the displacement ratio for each of these ingredi-
ents is essential to know. Assuming that reduced feedstock demand translates to lower 
land demand, whatever amount of cropland would have produced the animal feed now 
displaced will no longer need to be cultivated. Either this land becomes abandoned or 
further expansion into wild land is curtailed. 

Not all of the knock-on effects will cut back on land use, though. Say that wheat dried 
distillers grains displace some soy meal, reducing soybean production. This should 
result in less cropland expansion in countries like Argentina and Brazil. However, at 
the same time as production of soybeans for meal dwindles, so does production of 
soybean oil, and the demand for soybean oil then has to be met from other vegetable 
oils such as palm oil from Indonesia and Malaysia. This could lead to the growth of oil 
palm plantations in Indonesia and Malaysia, increasing GHG emissions.

This brings up the question of what the carbon implications are of all of these knock-
on effects and in particular whether the carbon ramifications of expanding wheat in 
Europe in the first place are greater or lesser than the consequent cultivated land 
shrinkage in South America and land expansion in Southeast Asia. It has been argued 
(Morton et al. 2008) that soybean expansion in South America is well correlated with 
rain forest destruction. If that is true, then the carbon credit from avoiding soy expan-
sion may well be significant compared with the emissions from wheat expansion. Soy 
also has a lower per hectare yield than wheat, so the land area saved by displacing soy 
could also be large compared with the wheat expansion area. 

On the other hand, it is generally accepted that palm oil expansion is even more 
strongly correlated with rain forest destruction than is soy expansion. More than 
that, in Indonesia and Malaysia, at least one-third of oil palm expansion in the coming 
decade is expected to occur on peatland, with enormous associated carbon emissions 
(Mietinnen et al. 2012). Therefore, although the increase in the oil palm cultivated area 
will be small compared with the potential expansion in soy acreage averted, it could 
represent an important deficit, pushing wheat ILUC back up again. 

This narrative tends to assume a fairly direct transmission of information in the 
market—one feedstock displaces another, which in turn displaces another, and so on. 
In MIRAGE modeling by Laborde (2011a), one can see the importance of subtler price 
effects on the ILUC credit or deficit accruing to co-products. Malins (2011a, p. 5) has 
outlined such dynamics in play, “The combination of increased wheat/maize demand 
for ethanol, and increased supply of protein feed in the form of DDGS, is modeled to 
alter the balance of energy and protein feed use across the livestock industry. Reduced 
protein feed prices drive an overall increase in protein feed demand, making up for 
the soy meal etc. that was displaced by distillers grains so that there is very little net 
change in the consumption of soy meal in these scenarios.”

In Laborde’s modeling, even though it is assumed that DDGS displaces soy meal directly, 
overall soy meal consumption in the livestock sector barely changes. If the model 
economics are a good reflection of real-world economics, this suggests that caution 
should be exercised about assumptions that co-product effects are a function solely of 
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the feed products that will be directly displaced. In general, while the expectation that 
the net impact of co-products will be to reduce ILUC emissions is reasonable, there can 
be complex offsetting market effects, and a simple model of feedstock displacement 
might not fully capture the effects.

The results from agroeconomic models confirm the significant land use impact of 
co-products. For example, GTAP modeling for wheat ethanol, oilseed biodiesel, corn 
ethanol, and palm oil biodiesel suggest that the corresponding co-products can reduce 
the net land use change by 30 percent, 52 percent, 46 percent, and 22 percent, respec-
tively (Edwards, Mulligan and Marelli 2010). These results were obtained by rerunning 
the GTAP model without considering co-products.

3.4.2. Ethanol co-products
When ethanol is produced from cereal crops (notably corn and wheat), about a third of the 
digestible energy of the plant is not converted but remains in the co-products, generally 
referred to as distillers grains and solubles (DGS). These can be dried to produce ‘dried dis-
tillers grains and solubles,’ DDGS, or sold locally as ‘wet distillers grains and solubles,’ WDGS. 
Dried grains, DDGS, have received more attention from modelers and in feed trials, and thus 
results for DDGS have often been applied to DGS in general. Similarly, when sugar beet is 
processed into ethanol, beet pulp is left over. When ethanol is produced from sugarcane, 
fibrous bagasse is left over. This has more limited feed value than distillers’ grains or beet 
pulp, but in Brazil it is normally used for biomass energy to power sugarcane-processing 
plants. The amount of co-product that is produced per metric ton of ethanol is relatively 
uncontroversial for each feedstock, but there is ongoing discussion about exactly what and 
how much these co-products displace and what this means in carbon terms. 

In determining the impact of co-products used as animal feed on indirect land use 
change emissions, the key question is what land-intensive feedstock(s) the co-product 
will displace in the market. Co-product displacement ratios76 figure prominently in 
indirect land use change modeling and life cycle analysis. Kim and Dale (2005) used a 
system expansion77 approach to account for GHG impact of co-products using displace-
ment ratios. Lywood, Pinkney, and Cockerill (2009) calculated the amount of land saved 
if wheat and soybean meal were displaced by wheat DDGS according to energy and 
protein content and took that figure to estimate the land use impact of wheat bioetha-
nol production. Their calculation is based on the assumption (probably reasonable, up 
to a point) that expansion of soy production will have a larger carbon footprint (notably 
through deforestation) than expansion of wheat production. All major ILUC models now 
include systems to account for the disposition of co-products. 

In most of the existing literature on this topic, displacement ratios have been determined 
in one of two ways, either by feed trials or by comparing nutritional content. The U.S. 
work on displacement ratios has been largely based on data from feed trials. For 
instance, a review conducted by the Hoffman and Baker (2011) showed that all previous 
experimental studies in the United States indicated that DDGS would displace mainly 
corn and soybean meal, and in some cases urea (which is used as a feed additive for 
ruminants) (Arora, Wu, and Wang 2008). The review found that on average 1 unit of 

76 The amount of each competing feed product that a metric ton of co-product will displace.
77 In lifecycle analysis, system expansion involves analyzing what is replaced in the market by an increased 

supply of some co-product, and determining an emissions credit (or deficit) related to this replacement. It is 
an alternative to allocating the emissions from the main process between several co-products, based on mass, 
energy content, economic value or some other characteristic. 
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DDGS displaces 1.22 units of the total animal feed consisting of corn and soybeans in 
the United States. Table 3.3 shows the conservative and potential displacement rates by 
livestock and feed type identified from the literature.  

Table 3.3. Corn DDGS displacement ratios reported in Hoffman and Baker (2011) 
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from Arora, Wu, and Wang 
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Dairy 0.73 0.63 1.36

Swine 0.7 0.3 1

Poultry 0.61 0.44 1.05

The second approach, which has been more dominant in Europe, is to assume that 
co-products will exactly substitute for the nutritional value of the feed they replace. For 
instance, Lywood, Pinkney, and Cockerill (2009) assume that distillers grains have two 
basic nutritional components (energy and protein) and will displace a combination of 
wheat feed and soy meal. Having determined the respective energy and protein content 
of each of the three feed products, it becomes a trivial question of solving a pair of 
simultaneous equations to work out how much wheat and soy respectively must be 
replaced to maintain the overall energy and protein content of a diet. 

The feed trial studies reviewed by Hoffman and Baker are all based on simplifications 
of animal feeding operations, which do not fully reflect the market realities. The initial 
purpose of the feed trials is not to judge which feedstocks are likely to be displaced by 
DDGS in the market but to assess the maximal inclusion rates of DDGS in animal diets 
without reducing growth rates or harming animal welfare. The trials usually measure 
diets with DDGS against simple comparison diets in order to give clear results; however, 
these simple trial diets are a poor model for real animal diets. 

Hoffman and Baker suggest that 1 metric ton of DDGS will on average displace 
1.22 tons of other ingredients. If that is correct, it should mean that accounting for 
co-products yields an increased ILUC ‘credit.’ However, the co-product subgroup 
report of the California Air Resource Board’s Expert Workgroup on Indirect Land Use 
Change (ARB 2010, p. 31) questions the validity of displacement ratios greater than 
one. It maintains that only if the baseline ration were suboptimal, as in the over-
simplified baseline trial diets, would DDGS use improve animal performance, hence 
giving a displacement ratio larger than 1:1. When considering actual commercial 
animal diets, this is unlikely to be possible.
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The nutritional-content-based work of Lywood, Pinkney, and Cockerill does not intro-
duce the problem of a ‘false baseline.’ However, the assumption that only energy and 
protein content are nutritionally important is a simplification, as is the assumption that 
only wheat feed and soy meal are replaced in the feed market. In reality, commercial 
animal feed producers and farmers adjust their feed mixes to minimize cost using 
linear least-cost formulation computer models that incorporate detailed data about the 
nutritional content and current market price of each ingredient.78

Recognizing that the use of feed trial data may introduce systematic errors into 
displacement ratios assumed for co-products but that there are more determinants of 
livestock feed choices than simply energy and protein content, the ICCT has commis-
sioned least-cost-formulation-based studies that aim to mimic closely the way feed 
choices are made by farmers. These studies (Hazzledine et al. 2011; Klasing 2012) sug-
gest that co-products such as DDGS can displace a wide array of feed ingredients, not 
just corn and soybean meal. 

Klasing (2012) models the U.S. animal feed market and finds that corn DDGS is likely to 
displace primarily corn feed but also a wide range of other feed ingredients (Table 3.4). 
There is relatively little soy displacement predicted. Crop-based products with direct 
land use implications account for 94 percent of net displacement, and the remaining 
6 percent comes from ingredients without direct land use implications such as feather 
meal (from poultry feathers), calcium phosphate, and vitamin supplements.79 Overall, 1 
metric ton of DDGS displaces 1 ton of other feed.80 

Table 3.4 DDGS displacement ratios in metric ton displaced per ton of DDGS for the major  
feed ingredients

Corn DDGS (Klasing 2012) Wheat DDGS (Hazzledine et al. 2011)

Corn dent yellow 0.55 Soybean meal 0.29

Soybean meal 0.07 Barley 0.30

Canola meal 0.06 Sunflower meal 0.18

Wheat 0.07 Maize gluten feed 0.13

Other wheat products 0.13 Palm kernel extractions (PKE) 0.12

Rice bran 0.05 Wheat -0.06

Alfalfa 0.05 Citrus pulp -0.03

Corn gluten feed 0.02

Cottonseed meal 0.03

Note: Obtained using least-cost formulations in the United States and the United Kingdom; minor 
ingredients like vitamins, calcium, feather meal, etc., are not shown. A negative displacement ratio 
means the use of DDGS requires addition of a given feed ingredient.

78 Other elements that must be balanced include sulfur (DGS can contain sulfur from sulfuric acid used in 
ethanol production) and phosphorus levels, and exposure to mycotoxins used to eliminate undesirable 
bacteria during ethanol fermentation must be monitored. Higher phosphorus levels in DDGS increase the 
amount of phosphorus in manure, thereby affecting its application rates.

79 Note that displacing production of these ingredients will still have GHG implications. 
80 In some cases, considering only corn and soy displacement without reference to other ingredients could give highly 

misleading outcomes. For example, when adding 1 kg of DDGS to poultry diets is modeled to replace 2.2 kg of 
corn while requiring an additional 0.2 kg of soybeans—this would give a net displacement ratio of 2 if only these 
ingredients were considered. However, because the revised diet would in fact also require the addition of ingredients 
such as wheat flour middling and animal fats, the overall displacement ratio would come out as 1 after all.
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Similarly, a study by Hazzledine et al. (2011) of markets in Great Britain shows that 
wheat DDGS is likely to displace a wide range of animal feed ingredients from rations 
(Table 3.4). Notice that, in the least-cost modeling, it is not necessarily just a question 
of displacing feed ingredients. In a complex diet, in some cases introducing distillers 
grains would actually cause farmers to use more of some ingredients. Thus, Hazzledine 
finds that use of wheat feed actually increases slightly for the scenario in Table 3.4. 
Nevertheless, the overall net displacement in each case comes out as one metric ton 
net reduction in other feed use for each one ton increase in distillers grains. 

While the least-cost modeling represents a significant improvement over feed-trial-
based results, there are many sources of uncertainty and variability that should be 
borne in mind. The Klasing (2012) modeling, for one, is grounded on feed ingredient 
prices at a single point in time, whereas the displacement expectations for some 
ingredients may be sensitive to shifts in their prices. Beyond this, the least-cost 
modeling detailed above cannot fully anticipate the knock-on price effects of 
displacement—there are feedback loops between prices that would require further 
economic modeling to consider.81 

Overall, the simple premise that distillers grains will reduce net land demand in 
proportion to their weight may well be a reasonable approximation. For the U.S. corn 
ethanol market, this seems particularly true. The strongest case for bioethanol re-
ceiving a large ILUC credit due to co-product utilization is made by Lywood, Pinkney, 
and Cockerill (2009). Hazzledine et al. have shown that the strongest version of the 
assumption about soy meal displacement, as made by Lywood and colleagues and 
reflected in other European work like that of E4tech (2010), is probably not justi-
fied. However, there is certainly potential for a credit from this displacement effect 
that could justify a lower ILUC value for wheat ethanol. Even so, the latest MIRAGE 
modeling by Laborde (2011a) maps out a scenario in which, despite strong displace-
ment of soy meal by DDGS, overall soy meal demand does not change substantially. 
Therefore, further examination of feed market dynamics would be advisable before 
making any strong assumptions that co-products should provide a major ILUC credit 
for wheat ethanol. Table 3.5 sums up the impact of ethanol co-products on land use.

81 Hazzledine et al. address this point somewhat by running alternative cases in which inclusion is fixed of 
ingredients that are likely to become cheaper in response to cheap DDGS supplies.



86

ICCT

Table 3.5. How do ethanol co-products affect indirect land use change?

Key question Assessment

Co-product yield per 
unit biofuel

Varies by feedstock type, but this is fairly well understood, with co-
product yields defined for all major life cycle analysis models. Co-
product yields are generally high enough to be an important ILUC 
consideration. 

The amount of other 
feedstock that is 
displaced 

The evidence is strong that, for biofuel co-products, one metric ton of 
co-product will displace about one ton of other animal feed products 
overall (although, within this dynamic, the use of some other products 
could actually increase; see Table 3.4).

The variety of other 
feedstock that is 
displaced

Distillers grains are high in protein compared to the base biofuel 
feedstocks (wheat or corn). Therefore, it is likely that they will displace 
other mid-protein or high-protein feed, as well as ‘energy’ feeds. The 
picture is more complicated, however, than simply replacing corn/
wheat and soy meal. Also, Laborde (2011a) shows that the calculus can 
be more powerfully affected by the overall economics of the livestock 
feed sector as well as by simple nutritional concerns. 

Land use 
requirements of 
all displaced feed 
components

It has been argued that soy expansion is more carbon intensive than 
wheat expansion. Certainly, corn and wheat have higher yields than soy. 
The best way to address this question is to let a land use model that 
has a good treatment of co-products solve it. For other displaced feeds 
(such as alfalfa or citrus pulp), there is a need for further consideration 
of the land use implications of displacement. 

3.4.3. Biodiesel co-products
Biodiesel processing of oilseeds such as rapeseed, sunflower, and soybean produces 
meal during the crushing process. Meals are a cost-effective source of protein but also 
provide energy. Oilseed rape meal is less palatable to animals than soy; hence, it is mixed 
with other feed ingredients to improve palatability. As compared with soybean meal, 
OSR meal has lower energy and protein content. OSR meal has higher fiber content, 
which restricts its inclusion in non-ruminant diets. It also has higher total phosphorus, 
but its bioavailability (capacity for absorption) to monogastric animals is lower than for 
soybean meal. This suggests that if higher phosphorus content in manure is a concern, a 
higher inclusion rate of OSR meal could be problematic. Glycerol, another co-product of 
biodiesel production, can be used in the pharmaceutical and cosmetic industries.

As in the case of DDGS, displacement ratios of biodiesel co-products have been used in 
LCA and land use modeling (E4tech 2010; Lywood, Pinkney, and Cockerill 2009). The major 
biodiesel co-products for which displacement ratios could be important to ILUC modeling 
include soy meal, rapeseed meal, palm kernel oil (PKO),82 and palm kernel extract (PKE). 

Like distillers grains, meal largely enters livestock feed markets. Also like distillers grains, 
the displacement estimates in the literature are largely based on a simple comparison of 
metabolizable energy and digestible protein, with the assumption that only feed wheat 
and soy meal will be displaced. This methodology gives the displacement values in Table 

82 E4tech (2010) argues that palm kernel oil will displace coconut oil on a 1:1 mass basis  since the properties of 
palm kernel oil are similar to coconut oil. It expects that increased PKO availability will therefore reduce demand 
for coconuts and curtail land expansion. E4tech predicts that about 50 percent of oil palm expansion would 
be offset by reduced coconut-growing area in Indonesia because of relatively low coconut oil yields—if the 
relationship were that strong, one would, in the absence of other information, expect to see that oil palm area 
change was inversely correlated to coconut area change. Such a correlation is not observed in FAO data over 
the past 10 years of Indonesian oil palm expansion, suggesting that the E4tech hypothesis may not be correct, 
in which case PKO may instead have the net effect of slightly reducing palm area demand. Additional analysis of 
coconut oil/PKO demand dynamics would be necessary to properly confirm or refute it.
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3.4, suggesting that rapeseed meal in general displaces more protein source (soy meal) 
than energy source (wheat), while PKE on the other hand displaces more energy source 
(wheat) than protein source (soy meal). Because these displacement ratios are derived 
from simplistic assumptions, they are unlikely to capture the full market reality. Table 3.6 
shows the replacement rates found for an increased rapeseed meal scenario using the 
Hazzledine et al. (2011) least-cost feed formulation model. Especially if displacing soy is 
expected to provide the largest ILUC credit, it is of some importance to know whether 
meal displaces only ‘core’ feed ingredients (wheat and soy in Europe, corn and soy in the 
United States) or whether the market interaction is more complex. 

Table 3.6. Reported EU displacement ratios for biodiesel co-products based on energy and 
protein content

Co-product Livestock Wheat Soya meal

Total 
displacement 

ratios Source

OSR meal Swine 0.23 0.72 0.95 Croezen and 
Brouwer, 2008

OSR meal Swine 0.18 0.56 0.74 Lywood, Pinkney, 
and Cockerill, 2009

OSR meal Ruminants 0.28 0.60 0.88 Croezen and 
Brouwer, 2008

OSR meal Ruminants 0.21 0.66 0.87 Lywood, Pinkney, 
and Cockerill, 2009

OSR meal Ruminants 0.48 0.38 0.86 Marelli, Mulligan, and 
Edwards, 2011

OSR meal Poultry 0.06 0.61 0.67 Lywood, Pinkney, 
and Cockerill, 2009

PKE Swine 0.45 0.11 0.56 Lywood, Pinkney, 
and Cockerill, 2009

PKE Ruminants 0.81 0.16 0.97 Lywood, Pinkney, 
and Cockerill, 2009

Table 3.7. Possible displacement ratios for rapeseed meal in the United Kingdom

Ingredient Displacement ratio

Cereals 0.36

Maize gluten feed 0.32

Extracted soya bean meal 0.30

Extracted sunflower meal 0.13

Palm kernel extract 0.16

Fat -0.05

Citrus pulp -0.22

Note: Based on least-cost modeling 

The main question with respect to soybean co-products is the extent to which soybean 
oil demand (for biodiesel) actually affects soybean meal output. Does an increase in soy 
oil demand lead to an increase in soy-growing area, or is vegetable oil demand fungible, 
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so that increased soy oil demand increases the planting area for oilseeds generally? At 
one extreme, each additional 0.2 kg of soybean oil demand could result in 1 kg of new 
soybean production and thus 0.8 kg of extra soybean meal on the market. At the other 
extreme, soybean meal production might be unaffected by the consumption of soybean 
oil by the biodiesel market, with the primary effect being that additional oil is produced 
elsewhere to replace the soybean oil. The actual market behavior will be determined by 
the relative elasticities of supply and demand and should end up somewhere between 
these extremes.

Table 3.8. How do biodiesel co-products affect indirect land use change?

Key question Assessment

Co-product yield per 
unit biofuel

As with ethanol, varies by feedstock type, but this is fairly well 
understood, with co-product yields defined for all major LCA models. 
Co-product yields are generally high enough to be an important ILUC 
consideration. 

The amount of other 
feedstock that is 
displaced 

Again, as with ethanol, the evidence is strong that for biofuel co-
products displacing animal feed, one metric ton of co-product will 
displace about one ton of other products overall (although, within this 
dynamic, the use of some other products could actually increase; see 
Table 3.4).

The variety of other 
feedstock that is 
displaced

Oil meals are high-protein feeds and, like distillers grains, will displace 
other medium-protein or high-protein feed, as well as ‘energy’ feeds. 
Laborde (2011a) shows that the picture can be affected by the overall 
economics of the livestock feed sector as well as by simple nutritional 
concerns. 

Land use 
requirements of 
all displaced feed 
components

As with ethanol, the best way to address this question is to let a land 
use model that has a good treatment of co-products and livestock 
feed markets solve it. The same argument has been made for rapeseed 
meal as for wheat DDGS (that it will displace carbon-intensive soy 
production). ILUC modeling should be able to assess the importance of 
this effect.  

3.4.4. Co-products in the modeling of indirect land use change 
Unlike traditional LCA and causal descriptive modeling, which directly use co-product 
displacement ratios for various feed ingredients to estimate the amount of land saved 
and hence GHG emissions reduced or avoided, agroeconomic models employ elasticities 
of substitution between co-products, protein, and energy feed.

The treatment of the displacement effects of DGS have generally been relatively simple 
in agroeconomic ILUC models, with the earlier models tending to ignore co-products al-
together or else assuming that DGS displaces only whole corn (e.g., Tokgoz et al. 2007) 
or whole corn and soybean meal (e.g., Hertel et al. 2010a). The modified GTAP model by 
Tyner et al. (2010, p. 15) captures more substitutions between animal feed ingredients 
and DDGS by creating a three-level nested structure. This allows for substitutions at the 
first level between distillers grains and cereals and between oilseed meals and oilseeds. 
At the second level, it allows for a substitution between the sum of oilseeds and oilseed 
meals (protein feed) and the sum of distillers grains and cereals (energy feed). This 
composite of all four basic feedstuffs can then be substituted at the highest level of the 
nest by other crops, processed feeds, and livestock products. In this structure, it would 
be possible in theory for increased oilseed meal supply to have the effect of substituting 
for some sugarcane at the top level of the nest, but in practice it is likely that the substi-
tution will be strongest at the lowest level. 
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IFPRI-MIRAGE (Laborde, 2011a, p. 106) now includes a modeling of the livestock feed 
sector that is not only based on elasticities of substitution but also contains information 
about the energy and protein content of different feeds. This means that high-protein 
co-products preferentially displace other high-protein feedstuffs such as soy meal. 
However, Malins (2011a, p. 5) observes that, while the initial substitution is primarily for 
other high-protein feeds, Laborde finds that (because of additional price effects) the 
net effect of increasing the supply of corn distillers grains is that demand for corn feed 
falls. This is presumably because the increase in availability of protein feeds makes them 
cheaper and encourages a general shift toward feeding animals more protein. 

The Joint Research Centre (Edwards, Mulligan, and Marelli 2010, p. 90) compares the 
effect of co-products on ILUC estimates across several models (Figure 3.8). IMPACT did 
not model co-products at all, while the results for LEITAP seem implausibly low. For the 
FAPRI and GTAP modeling, which do make a serious attempt to consider co-products, 
JRC found a major contribution toward reducing net land use requirements—up to 60 
percent in the case of rapeseed. The results for ethanol are similar between FAPRI and 
GTAP, for wheat and corn, which reflects the tendency to assume in these models that 
distillers grains would replace corn/wheat feed in proportion to the mass produced.    
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Figure 3.8. Percentage by which the availability of co-products reduces overall ILUC in various 
modeled scenarios

Source: Edwards, Mulligan, and Marelli, 2010

3.5. ELASTICITY OF AREA TO PRICE
So far, this chapter has discussed one major ‘demand side’ response to the increased 
feedstock prices that come with heightened biofuel demand—food consumption reduc-
tion—and one major ‘supply side’ response—price-induced yield increase. It has also 
talked about related developments that can reduce or increase the net land demand for 
biofuels—co-products and crop switching. Of course, this leaves one further supply-side 
response (which has already been mentioned several times), the most important for 
discussing indirect land use change—the area response. 
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The area response to increased demand is not just a remainder term, determined by the 
difference between gross feedstock demand for biofuels and the amount of feedstock 
supplied by yield increase and consumption reduction. The area response will happen 
simultaneously with any yield and demand response. By limiting price increases, each 
of these responses affects the magnitude of the others. As the Joint Research Centre 
(Edwards, Mulligan, and Marelli 2010, p. 12) notes, “All models are sensitive to the ratio of 
yield to area elasticity in different countries.” One of the most important questions with 
respect to modeling ILUC is therefore how strong the area response to price increase 
will be and how it compares with other responses?  

What evidence is there for the strength of the area response, or indeed for the proposi-
tion that the area under cultivation responds to price at all? The basic economic 
argument is that, as crop prices rise, it becomes economically viable to invest in the 
conversion of additional tracts of land. Economists have used historical data to show 
that a correlation exists between commodity prices83 and cultivated area in many 
countries. For instance, the linkage has been demonstrated in Brazil by Barr et al. (2010) 
and Morton et al. (2006). The effect has also been shown using the instrumental variable 
technique discussed in section 3.5.1 by Roberts and Schlenker (2010) and Berry and 
Schlenker (2011). 

The strength of the connection between price and area expansion is not always the 
same everywhere—in particular, government policy has traditionally influenced the de-
velopment of agriculture in various regions. In Europe, the Common Agricultural Policy 
was the key driver of how much area remained under planting for several decades, with 
policies such as set-aside provisions insisting that some areas should be left untilled.84 
Government in Europe also insulated agriculture from the demand side of the market, 
with subsidies resulting in the creation of the infamous ‘grain mountains’ and ‘wine 
lakes.’85 Policy has had a similarly dominant role in the past in the United States: Houck 
and Ryan (1972) assert that from 1948 to 1970 government intervention explained most 
of the variation in planted corn area, with only a minor role for price. 

More recently, however, it is generally agreed that market effects have become increas-
ingly important in both the EU and the United States, as agricultural policy moves away 
from interventionism. Taheripour, Tyner, and Wang (2011, p. 11) conclude that “in previous 
decades, crop acreages (distribution of cropland among alternative crops) were much 
more responsive to changes in government programs,” but “it seems that farmers now 
respond to the relative crop prices more than what we observed in the past.” 

3.5.1. Area on price elasticity
In the economic literature, as for price-induced yield change, the strength of the area 
response to price is characterized as an elasticity (the ‘own-price area elasticity’). 
However, the literature supporting any particular value for the elasticity of area expansion 

83 Remember that this report talks about prices as a shorthand for expected returns. It is not necessarily true 
that when prices increase, returns to farmers increase well. For example, if fertilizer prices increased enough, 
then feedstock prices would increase but returns to farmers would fall—potentially resulting in a contraction 
of planted area rather than an expansion. However, discussions about ILUC are explicitly concerned with 
a demand-led price increase, and this price change, with all other things being equal (as is the case in the 
economic modeling), will necessarily result in a corresponding increase in farm net returns. 

84 U.K. Department for Environment Food and Rural Affairs: http://www.defra.gov.uk/statistics/foodfarm/enviro/
observatory/set-aside/. However, this subsidy has been halted as of 2007 to bring down wheat prices (see 
http://www.telegraph.co.uk/news/uknews/1564327/Set-aside-subsidy-halted-to-cut-grain-prices.html).

85 See, for example, http://www.nytimes.com/2009/01/22/world/europe/22iht-union.4.19606951.html

http://www.defra.gov.uk/statistics/foodfarm/enviro/observatory/set-aside/
http://www.defra.gov.uk/statistics/foodfarm/enviro/observatory/set-aside/
http://www.nytimes.com/2009/01/22/world/europe/22iht-union.4.19606951.html
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has been weak. Al-Riffai, Dimaranan, and Laborde (2010b, p. 92) pointed out that “there 
are no robust estimates from the econometric literature because of the complexity of the 
linkage and the highly fragmented data available for land use in deforested regions, the 
lack of a continuous time series on local prices, and more importantly, land rent, when 
they exist.” In fact, this one study decided against using area expansion elasticity values 
from the literature at all and instead assigned them based on a set of assumptions. 

The existing literature has also tended to be focused on the United States, leaving an 
even greater paucity of evidence for the rest of the world. Studies generally cover only 
developed nations and Brazil (where the issue of deforestation has been of particularly 
high interest; e.g., Barr et al., 2010; Gurgel, Reilly, and Paltsev 2007; Sohngen and 
Mendelsohn 2007). According to Barr et al. (2010, p. 2), GTAP, in its impact analysis for 
California, takes its elasticity value from a study (Ahmed, Hertel, and Lubowski 2008) 
that calculates only the change in cropland expansion in the United States. Basing the 
modeling of all regions on data applicable only to the United States constitutes a major 
limitation in the modeling. Similarly, the literature from which IFPRI-MIRAGE (modeling 
ILUC for the European Commission) takes its elasticity of area expansion is also largely 
based on data from developed countries (Laborde and Valin 2012, p. 11, which cites Barr 
et al., 2010; Roberts and Schlenker 2010; and OECD 2001).86

Using developed world elasticities to represent the developing world is potentially 
problematic, as one might reasonably expect land use dynamics to be different 
between developed and developing countries. On the one hand, developing countries 
are prone to having weaker policies to control deforestation and land conversion, 
and these policies may be less well enforced where they do exist. On the other hand, 
developed countries like the United States are well linked into global agricultural 
markets as exporters, and, as stated above, government policy has become less 
important than market signals in recent years. In a country like India, by contrast, land 
use may be much less connected to world prices. Barr et al. (2010) found the elasticity 
of area expansion to be higher in Brazil than in the United States, while Gurgel, Reilly, 
and Paltsev (2007) calculated higher area expansion elasticities in developed nations 
versus the developing world. 

Roberts and Schlenker (2010) aim to fill some of the data gaps around area expan-
sion elasticities by using an instrumental variable approach to analyze both supply 
and demand elasticities for the caloric sum (total digestible energy content) of the 
four largest food crops: wheat, corn, rice, and soy. In contrast to many commentators 
who have argued for a strong yield response (see section 3.2.2), they hold that the 
yield response, in the short run at least, is tiny compared with the area response. 
Therefore, they say, the supply elasticity is representative of the global area elastic-
ity. Overall, they find that supply elasticity is likely higher than demand elasticity, 
by a factor on the order of between 2:1 and 3:2—that is, they would expect area 
increase to supply up to twice as much feedstock as demand reduction. Their supply 
elasticity estimates (intended as a proxy for area elasticity because they contend 
that yield response is negligible in comparison) are on the order of 0.1; the demand 
(food consumption) elasticities are on the order of 0.05 or a little higher. Berry and 
Schlenker (2011) provide further support for a global short-run area elasticity around 
0.1, with no significant short-run yield response. 

86 The area expansion elasticity used in Laborde and Valin (2012) was likely taken from the calculation for the 
United States from Barr et al. (2010) rather than adopted from the Brazilian value.
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Berry and Schlenker provide more distinctions between countries, which is relevant to 
the question above of how area elasticities vary between regions. For both the United 
States and Brazil, which are principal agricultural exporters firmly plugged into the 
global market, they find much higher area elasticities than the global average: about 
0.3 for the United States and about 0.4 for Brazil. For soybeans specifically, a key 
crop in the ILUC debate, cultivated land area in both Argentina and Brazil was very 
elastic with respect to price, with calculated elasticities of around 1.2. For China, on 
the other hand, land area was not significantly price elastic. Because (with or without 
the Armington assumption) the United States and Brazil are likely to be critical for 
ILUC evaluation, the strong elasticity of area expansion found in these countries could 
suggest that ILUC is being underestimated in those regions.

The evidence suggests that applying a single elasticity of area expansion to the 
whole world would likely be a source of error in the modeling of ILUC and would 
result in area expansion being predicted in the wrong regions, significantly affecting 
results. Generalizing from the United States will lead to an over- or underestimation 
of land use changes that would probably vary from country to country. For Brazil in 
particular, the evidence suggests that area expansion elasticity should be high, and 
since Brazil is a major producer of both soy and sugarcane, this could have important 
implications for calculating the indirect land use change implications of those feed-
stocks in particular.

3.5.2. Area expansion in the modeling of indirect land use change
While the econometric analysis of historical behaviors gives numerical elasticities, 
these numbers are not always directly input as parameters in the models. Studies on 
historical land extension may not give the resolution necessary for direct use as model-
ing parameters; for example, in the cases of Berry and Schlenker (2011) and Roberts 
and Schlenker (2010), it is impossible to distinguish between crop switching (the crops 
studied replacing other crops) and expansion onto entirely new land. More specific, 
regionally comprehensive estimates of elasticities of area expansion simply do not 
exist in the literature to the best of knowledge. In the absence of high-quality historical 
data, some models rely on the use of theoretically justified functional forms. GTAP, for 
one, determines the rate of cropland expansion using a system of ‘constant elasticity 
of transformation’ (CET) functions. These CET functions provide a framework for land 
to shift from one use to another (still based on elasticities, in this case elasticities of 
transformation from one land use to another as comparative rents change) but do 
not require the input of some overall land expansion elasticity, although in principle it 
would be possible to calibrate the CET structure to try to reproduce historical observa-
tions of area expansion elasticities. The constant elasticity of transformation (CET) 
relates the demand for one land type (e.g., cropland) to the demand for a second land 
type (e.g., pasture), with the transfer of land from one type to the other determined by 
changes in their relative land rents. 

Within GTAP, it is possible to assign different elasticities to swaps of different land 
types. For example, in Golub et al. (2006, pp. 19–20), the greatest elasticity is assigned 
to switching between crops; this means that if the price of corn rises, its cultivation will 
be more likely to expand onto other cropland like soy or cotton than onto an entirely 
different category like pasture or forestland. (Crop switching is discussed in section 
3.3.1.) A lower elasticity is assigned to the transformation of land between agriculture 
and forestry. The overall elasticity of area expansion for a given crop then becomes a 
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composite of the area of expansion onto other cropland, pastureland, and managed 
forestland. If these values are different by region, the implied overall elasticity will 
depend on hundreds of model parameters. 

The CET approach can only be applied to land for which one can define an associated 
price or rental rate (managed land); it cannot be readily applied to unmanaged land 
for which there is no current monetary revenue (e.g., much of the world’s forests). 
For this reason, GTAP largely ignores unmanaged forests, which some commentators 
have argued is a major flaw in the model. If expansion of the agricultural frontier into 
unmanaged land is a likely result of increased crop prices, then it is indeed a severe 
limitation that GTAP is unable to model that activity. 

To model expansion onto unmanaged land, one must apply some sort of additional 
assumption or alternative approach. For instance, one could allow the economic 
model to use the CET structure to determine transfers between varieties of man-
aged land but also permit the managed land area to expand onto natural land by 
using historical data to calculate a price elasticity of total managed area. This would 
not require referencing the price or rental rate of the land onto which expansion is 
occurring. IFPRI-MIRAGE, modeling for the European Commission, uses this type 
of approach (Laborde and Valin 2012, Table 10; Al-Riffai et al. 2010a, p. 21). Like 
Golub et al. (2006), this version of MIRAGE applies different levels of CET nesting 
depending on the type of land conversion, so that crop switching between highly 
substitutable crops is the most elastic (has the greatest CET and the least resistance 
to conversion), crop switching between less substitutable crops is less elastic, and 
expansion into other land covers is the least elastic (Laborde and Valin 2012, Table 
10)—but the total managed area also increases. 

To repeat, the size of the cultivated area increase in the economic models is a function 
not only of the elasticity of area expansion itself but also of the elasticity of other 
responses, so that it can be challenging to draw conclusions about how elastic area is 
in a given model simply from looking at the overall land expansion results. Neverthe-
less, it is interesting to compare the overall expansion of cultivated area in different 
model scenarios to the gross requirement for additional feedstock (Figure 3.9). 
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Figure 3.9. Estimates of the hectares of land use expansion required per hectare of gross biofuel 
land demand

Source: Edwards, Mulligan, and Marelli (2010)

The Joint Research Centre’s gross feedstock area requirement is based on the average 
yield across all crops in each model baseline. In general, each hectare of land required 
to grow the biofuel to meet increased demand in the economic models compared by 
the JRC requires much less than one hectare of total new land conversion. For the GTAP 
palm oil scenario, because of the high yield of palm as well as other characteristics that 
reduce ILUC, less than one tenth of a hectare of land conversion is needed for every 
hectare of gross demand. 

In general, a lower ‘hectare per hectare’ requirement will mean lower indirect land use 
change, but, as discussed in section 3.6 below, this is not always the case. Laborde 
(2011a, p. 71) shows that the total area requirement for a given feedstock and the carbon 
emissions per hectare of the land use change driven by that feedstock can be entirely 
independent (Figure 3.10).
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Figure 3.10. Land requirement per unit of energy versus carbon intensity of land use change for 
various feedstocks 

Source: Laborde (2011a)

Note: Left axis and bars show the hectare requirement per terajoule of biofuel in MIRAGE modeling, 
while the right axis and line show the carbon emissions per hectare in each case

Notably, as with the GTAP modeling for JRC, Laborde predicts a lower overall land use 
change for palm oil biodiesel than other biodiesels, but because of the high carbon 
emissions of land converted in Indonesia and Malaysia, in the overall results of this 
modeling all of the biodiesels come out similarly. Malins (2011b) points out that with 
improved estimates of peat emissions intensity, the carbon emissions per hectare of oil 
palm expansion would be even higher, giving palm oil the highest ILUC factor despite its 
relatively small tillage footprint.  

3.6. CARBON STOCK OF NEW LAND 
The final factor that affects estimates of indirect land use change emissions is the 
magnitude of the land use change emissions factors themselves, representing the 
change in carbon stock when new land is converted. This refers to how much carbon 
is emitted into the atmosphere when natural land is converted to cropland to grow 
more food. Conversion of any type of land to cropland almost always releases carbon 
and potentially other greenhouse gases as well. While useful wood may be harvested, 
other tree biomass, shrubs, and grass are either burned or left to decay, and some 
carbon from the soil will be lost as well. Plants are about half carbon by dry weight: 
burning two kilograms of dry wood will release one kilogram of carbon into the 
atmosphere. Each carbon atom released will combine with two oxygen atoms from the 
air to form carbon dioxide, so one kilogram of carbon will become about three and a 
half kilograms of CO2. Clearing one hectare of Amazonian tropical rain forest to create 
new cropland releases about 200 metric tons of carbon,87 resulting in approximately 
700 tons of CO2 being emitted (IPCC 2006a, pp. 4.49, 4.53). That is roughly equivalent 
to driving an SUV for two million kilometers or running a typical coal plant for four 
hours—just to create one hectare of cropland, enough to supply soy biodiesel to run an 

87 Including roots, dead wood, and soil carbon.



96

ICCT

SUV for four thousand kilometers per year, one-fifth of the distance driven per year by 
a typical American.88

On the other hand, not all natural land is as carbon rich as the Amazon. Converting 
the Canadian boreal forest, for example, would cause the release of only about one-
third as much carbon as the rain forest, or 235 metric tons of CO2 per hectare,89 while 
converting grassland would emit even less (a typical value would be around 37 tons 
of CO2 per hectare).90 Thus, which type of ecosystem is replaced by cropland makes 
an enormous difference to the magnitude of land use change emissions. It should 
be noted that no land is carbon-free. Even abandoned agricultural land in Europe, 
which is sometimes discussed as if it were a carbon-free source of land for biofuel 
production, would still typically cause the immediate release (ignoring the question 
of forgone sequestration; see section 3.6.3) of around 270 tons of CO2 per hectare 

91 into the atmosphere because forests have already regrown (or are in the process 
of regrowing) on much of these lands. Additionally, these abandoned fields tend to 
have considerable biodiversity, more than one might expect, which would also be 
lost if they were cultivated once more (Prévosto et al. 2011). Recultivating abandoned 
land in the United States, especially on Midwestern prairies, would have lower carbon 
consequences but still would probably result in the emission of at least 60 tons of 
CO2 per hectare upon conversion.

Overall, the following three questions determine how much CO2 is emitted from  
land conversion:

1. What type of ecosystem is destroyed?

2. How much carbon was there?

3. How much of that carbon is emitted into the atmosphere?

Once an economic model has determined how much land must be converted to meet 
demands for fuel, food, and fodder, the accuracy and precision with which it answers 
these questions drive the final result. For instance, if a model underestimates total 
carbon losses from land conversion by half, then its calculated ILUC factor will be 50 
percent too low, which is more than enough to turn a biofuel that delivers no net carbon 
savings into one that appears to be sustainable.

3.6.1. What type of ecosystem is converted?
The first question is what type of ecosystem we expect to be converted to make way 
for additional cropland. Having defined categories of land (such as cropland, pasture, 
grassland, shrubland and forest), a model must consider where cropland expansion 
will occur among these categories. Expectations about which ecosystems will be 
converted and the carbon consequences of that conversion will vary from region 
to region and may also vary from crop to crop. For instance, if land use expansion 
occurs in Brazil, will it happen on grassland or forestland? Is there reason to think 

88 U.S. Department of Transportation, http://www.fhwa.dot.gov/ohim/onh00/bar8.htm 
89 Including roots, dead wood, and 25 percent soil carbon release. Carbon stocks from the IPCC (2006a, p. 4.54; 

2006b, p. 2.13), assuming spodic soils according to http://www.radford.edu/~swoodwar/CLASSES/GEOG235/
biomes/taiga/taiga.html

90 Includes 25 percent soil carbon release and shows median global values for grassland vegetation and soil 
carbon stocks. Vegetation carbon stocks from the IPCC (2006b, p. 6.27; 2006c, p. 2.31) and soil carbon stocks 
from the Harmonized World Soil Database.

91 See Appendix B for calculations.
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that expansion of sugarcane, largely grown further south, away from the remaining 
forested areas, is less likely to result in forest conversion than soy expansion is? Given 
the differing carbon stocks between these categories, the land extension coefficients 
(LECs), the fraction of cropland expansion that occurs on each type of land, can have 
a large impact on the results. 

If future patterns of land use change echo past land use change, then historical analy-
sis can help inform expectations. For example, if 25 percent of cropland expansion in 
Brazil replaced forest over the past decade and 75 percent occurred on grassland, then 
one might assume that the same percentages would apply for cropland expansion 
over the next year. One such analysis was undertaken by Winrock International, which 
produced a global dataset of LECs based on changes in land cover from 2001 to 2007, 
based on analyzing the U.S. National Aeronautics and Space Administration’s Moderate 
Resolution Imaging Spectroradiometers (MODIS) satellite data. This dataset was used 
by the EPA for its RFS2 Regulatory Impact Analysis (U.S. EPA 2010a, p. 394) and also 
in IFPRI’s modeling with MIRAGE (Al-Riffai, Dimaranan, and Laborde 2010b, p. 22).92 
The Winrock-MODIS LECs provide a comprehensive set of data for ILUC modeling, but 
they have also been widely criticized over questions of accuracy owing to the occur-
rence of false positives (Marelli, Mulligan, and Edwards 2011, p. 18). 

The problem with this satellite-based approach is that, while the land classifications 
in each year may individually have acceptable accuracy, when they are compared 
to look for changes, any errors can be compounded. So if, for instance, 5 percent 
of land classification in each year for a given region were erroneous, there would 
still be 95 percent accuracy, and the general understanding of land uses would be 
reasonably good. However, in comparing for changes between two different years, 
up to one in ten grid cells would be identified as changing land use when no change 
had actually occurred. If real land use changes only occurred on 5 percent of the 
land, there would be a strong risk of a situation in which false positives outnumbered 
actual shifts. In that case, the LECs would be determined by the most common 
classification errors rather than by genuine land use change. The global land use 
identification accuracy reported for the MODIS mapping used by the EPA is 72 per-
cent, and it has been noted by Holly Gibbs (Marelli, Mulligan, and Edwards 2011) that, 
according to MODIS differentiating by Winrock, 94 percent of all shrubland changed 
land cover type over the seven-year period assessed. That seems implausibly high 
and compares to an estimate of 9 percent by Gibbs using Landsat change detection. 
Nevertheless, despite the potential challenges of satellite data such as MODIS, the 
basic principle of using historical trends is a reasonable approach. For example, for 
palm plantations on peatland, Miettinen et al. (2012) use high-resolution satellite 
imaging to demonstrate that the rate of expansion has been accelerating between 
1990 and 2010—the combination of high identification accuracy and significant actual 
land use change makes these results more robust.  

An alternative (or sometimes complementary) system that is used in economic 
modeling to determine types of land conversion is to predict land use changes 
based on the value of land, with reference to existing land uses in the same region. If 
cropland expansion is anticipated in a certain region, and the model indicates both 

92 IFPRI’s final report to the European Commission (Assessing the Land Use Change Consequences of European 
Biofuel Policies) generally did not provide detail on how land use change emissions were calculated. This 
chapter assumes that the methodology for the European Commission report was consistent with other recent 
IFPRI publications using the MIRAGE model.
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that it is cheaper to purchase or rent shrubland than forestland and that significant 
areas of shrubland are available, then there is a good chance that farmers will expand 
onto shrubland. The details of the decision making in models that carry out these 
types of assessment, like MIRAGE and GTAP, are determined by constant elasticity 
of transformation equations, which also include elasticity values that gauge the 
ease with which land moves between different types. As an example, GTAP assumes 
that different types of cropland are more readily interchangeable than cropland and 
pasture, or than cropland and forest, given the comparable rents and availability. This 
approach only works for managed lands to which a price can be attached; unman-
aged lands, which do not have a well-defined land rent, cannot be modeled this way. 
IFPRI’s MIRAGE therefore combines the use of CET functions for managed land and 
Winrock’s MODIS coefficients for expansion into unmanaged areas.

A third approach goes beyond the simple economics-based determination and uses 
a broader set of land characteristics to forecast which land areas will be converted. 
The Joint Research Centre (Hiederer et al. 2010) employs one type of spatial alloca-
tion methodology; another has been developed by Winrock for predicting farmed 
land expansion in Southeast Asia for the EPA’s analysis of land use change from 
consumption of palm oil biodiesel. These methodologies take into account charac-
teristics such as rainfall, slope, soil quality, proximity to roads, proximity to existing 
production areas, and so on to predict which areas will be targeted when conversion 
occurs. If data are available, the allocation methodologies can be calibrated by 
comparing their predictions with observed patterns of prior land use change. These 
approaches therefore assume not that the categories of land converted will neces-
sarily be the same as in the past but rather that the decision-making process for 
farmers expanding cultivated area now will be based on the same considerations as 
in the past.  

LECs, aggregated into forest or grassland where models have more detailed catego-
rizations, are shown for the various models in Figure 3.11. These LECs are taken from 
different scenarios and in some cases reconstructed from published documentation 
and so should not be directly compared. Still, it can be seen that they all predict a 
greater proportion of land use change occurring on grassland than in forest.
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Figure 3.11. World average land extension coefficients (the percentage of land use change 
occurring in each ecosystem type) for various models

Note: The percentage of cropland expansion occurring in forest in GTAP was provided in Tyner 
et al. (2010, p. 46, using 2006 as a baseline); it is assumed that the remaining expansion occurred 
on grassland (including pasture). The proportion of cropland expansion occurring in forest versus 
grassland was given in Laborde (2011a, p. 48). The EPA did not provide world average land 
extension coefficients in its documentation; these were crudely reconstructed based on LECs given 
for various countries in U.S. EPA (2010a, p. 392), as well as a rough description of which countries 
witnessed crop expansion (Harris, Grimland, and Brown 2008, p. 13).

Forests store more carbon than shrublands, which store more than grasslands, but 
economic models do not always account for all these different land types. GTAP, as used 
for the ILUC factors for California’s Low Carbon Fuel Standard, includes only grassland 
and managed forest (Tyner et al. 2010, p. 34; Hertel et al. 2010b, p. 27). In contrast, FA-
SOM, which the EPA used to model land use changes within the United States, is highly 
detailed, covering 25 different forest species types and 18 different forest management 
intensities (Adams et al. 2005, p. 41). Most models predicting land use change as a result 
of biofuels demand have a limited number of categories. This is understandable, given 
the lack of data and modeling limitations, but it can still inject a substantial margin of 
error into the results.

To understand why this matters, take Brazil as an example. Ninety-five percent of Brazil’s 
forests are tropical/subtropical, moist broadleaf forests, which have around 112 metric tons 
of carbon per hectare (tC/ha) in biomass, while 5 percent of Brazil’s forests are dry broad-
leaf forests, which have around 83 tC/ha (WWF 2012; IPCC 2006a, pp. 4.49, 4.63). Thus, the 
average amount of carbon in Brazil’s forests is (0.95 x 112) + (0.05 x 83) or 111 tC/ha. If land 
conversion were to occur uniformly around Brazil’s forests, this is how much carbon would 
be emitted, on average, and this is the value that would be assigned to the ‘forest’ category 
in GTAP. But say, hypothetically, that it is easier for farmers to convert Brazilian dry forest to 
cropland than moist forest, with 80 percent of land conversion occurring in dry forest. Now 
the average amount of biomass carbon released from land conversion would be (0.2 x 112) 
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+ (0.8 x 83) or 89 tC/ha. In this example, failure to distinguish the two different forest types 
would have resulted in a 25 percent overestimation of carbon emissions.

3.6.2. How much carbon was there?
It is understood that forests store more carbon than grasslands, but how much more? 
And how do these carbon stocks change with ecosystem type?

As mentioned at the beginning of this section, there is a range of carbon stocks even 
within forests. According to the IPCC, tropical rain forests can hold as much as 145 tC/
ha in biomass. Drier forests typically store less carbon (60–100 tC/ha for tropical dry 
forests; IPCC 2006a, p. 4.53), while forests in cooler climates also tend to hold lower 
carbon stocks (temperate continental forests store about 60 tC/ha, and boreal forests 
only have 35 tC/ha; IPCC 2006a, p. 4.54). Grasslands have much less carbon in biomass 
than forests, with only about 2–4 tC/ha (IPCC 2006c, p. 6.27). There can be large 
variations even within single types of forest in relatively small regions. For Malaysian 
primary forest in one region of the state of Sarawak, Proctor et al. (1983) identify a range 
of 105–325 tC/ha. If there is some unknown systematic bias for agriculture to expand 
onto either the most or least carbon-rich plots of land, then the use of regional averages 
could introduce a substantial skew into emissions accounting.

There are also many categories of ecosystems that are difficult to classify: shrublands, 
savannahs, woodlands, etc. These ecosystems typically have some small trees but not 
enough to be called a forest. For those models, such as GTAP or MIRAGE, that lack a 
‘shrubland’ category, it is difficult or impossible to capture accurately how much carbon 
is emitted if these types of areas are significant sources of land for conversion. Carbon 
stocks for the major models are shown in Figure 3.12.

Although the land extension coefficients for most of the major models do not differenti-
ate between forest types or between grassland types, it is still possible to use carbon 
stocks specific to a location. Both GTAP and MIRAGE also vary assumptions about the 
carbon stock in each category of land based on the region in which conversion occurs.

As well as being stored in biomass, carbon is also concentrated in the soil. Over decades to 
millennia, rotting biomass is captured in soil, which stores a hefty amount of organic carbon. 
Soils can store anywhere from 10 to 130 metric tons of carbon per hectare according to the 
IPCC (2006b),93 which can be as much as or more than the carbon stored in biomass in any 
particular ecosystem. There is not a clear difference in carbon storage in tropical soils versus 
those in cooler climates, but grassland and pasture soils typically sequester more carbon 
than forest soils (Guo and Gifford 2002; Don, Schumacher, and Freibauer 2011). Thus, where 
cropland expansion occurs affects how much carbon is emitted from the soil as well. This 
also implies that the difference in carbon loss between converting forest and grassland is 
less than one might expect from looking at the biomass figures. 

Some carbon in forests is also stored in dead wood and litter. This fraction likely 
amounts to about 10 percent of total biomass in tropical forests (Delaney et al. 1998) 
but may constitute up to 40 percent of total biomass in temperate forests (Litton et al. 
2004; Turner et al. 1995). Nearly all of the major models ignore dead wood and litter in 
their estimates of carbon stored in biomass, leading to an underestimation of land use 
change emissions across the board. 

93 For organic peat soils, the number could be much greater.
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Figure 3.12. World average carbon stocks for managed and unmanaged forest, grassland, and soil, 
and carbon lost from forgone sequestration  

Note: Amortized over 30 years. Unmanaged forest does not exist in GTAP. Classification of unman-
aged versus managed forest may differ between the models. It was not possible to determine 
whether MIRAGE includes grassland and forgone sequestration. All carbon stocks shown here were 
reconstructed based on the description of the methodology in each model’s documentation.

3.6.3. How much carbon is removed?
It is clear that most biomass carbon must be emitted upon land conversion. Certainly, all 
grassland biomass is lost. On the other hand, some forest biomass persists in the form of 
wood products. Typically, when forests are cleared, the most valuable wood is harvested 
and sold for profit. Carbon in a wooden table, for instance, remains sequestered for 
as long as that table exists. One study estimates that 10 percent of cleared biomass 
remains stored in harvested wood products or landfills94 for the developed world after 
30 years but at most only 3 percent in the developing world (Searle and Malins 2011).95 

Between 20 percent and 40 percent of soil carbon is lost from forests converted to 
cropland,96 up to 52 tC/ha.97 Grasslands and pastures may lose even more carbon 
upon conversion to cropland, up to 59 percent (Guo and Gifford 2002). An estimate of 
average soil carbon loss with cropland expansion over all ecosystem types is around 30 

94 Over a period of 30 years.
95 In a different approach, Earles, Yeh, and Skog (2012) found that about 40 percent of tree biomass remains 

sequestered in Western countries after 30 years and less than 5 percent in developing countries; these estimates 
are likely higher because this study did not examine biomass loss in the understory, dead wood, or litter.

96 Don, Schumacher, and Freibauer (2011); Luo, Wang, and Sun (2010); Takahashi et al. (2010); Guo and Gifford 
(2002); Murty et al. (2002); Davidson and Ackerman (1993).

97 Using carbon stocks in IPCC (2006b, p. 2.31).
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percent.98 Most of the major models assume soil carbon losses not very different from 
this; for example, GTAP has assumed that 25 percent of carbon is lost from all soils with 
cropland expansion (Tyner et al. 2010, p. 34). Organic peat soils are a special case, with 
ongoing emissions long after conversion (see the following section).

There is one more source of ‘carbon emissions’ involved in land use change. Globally, 
plants are sequestering more CO2 than they emit; this gross carbon sink amounts to 
approximately one-third of total anthropogenic CO2 emissions.99 Thus, when cropland 
that might have been abandoned under a baseline scenario must remain in cultivation 
because of biofuel demand, the carbon that would have been sequestered by the 
regrowing forest must be considered ‘emitted.’ Similarly, when a growing forest is 
converted to cropland, not only is the existing carbon released but also the CO2 that 
would have been sequestered over time had the forest remained intact; this is termed 
‘lost sequestration.’ These estimates are shown for the various models in Figure 3.12. In 
the earlier example of cultivating abandoned cropland in Europe, the emissions from 
converting this type of land would rise from around 270 tCO2/ha to around 510 tCO2/
ha when forgone sequestration is included and summed up over a 30-year period. 
Forgone sequestration can clearly be important to take into account in some cases.

It would not be accurate to say that there is always a net carbon emission following 
land conversion. There are certain special cases where biofuel feedstocks could store 
more carbon than the biomass (and soil) that existed someplace previously. For 
example, significantly more carbon would be stored in an oil palm plantation replacing 
an Imperata100 grassland in Indonesia (Casson, Tacconi, and Deddy 2007); in this case, 
the emission factor from land conversion would actually be negative. It is also possible 
that replacing natural grasslands in some regions with high-yielding perennial grasses 
for biofuel production (e.g., ‘energy cane’) could result in a net increase in carbon 
storage. On the other hand, there could be many cases in which perennial biofuel 
feedstocks would be low yielding on poor soil, and, after accounting for the period of 
low carbon storage around harvest and regrowth, there would be a net carbon loss 
from conversion.

3.6.4. Peat soils
There is one special type of soil from which carbon emissions following conversion 
are higher than for any other category of land: peat soils. Peat is dead organic mat-
ter, preserved in oxygen-low water and accumulated over centuries; because it is 
concentrated biomass, it is very high in carbon (Murdiyarso, Hergoualc’h, and Verchot 
2010; Page et al. 2011b). As farmers transform peatlands into oil palm plantations, 
they drain the water, exposing the peat to air and allowing centuries’ worth of peat to 
rot, releasing vast amounts of CO2. An ICCT report (Page et al. 2011a) estimates that 
peat drainage releases 29 tC/ha per year (or 105 tons of CO2 equivalent per hectare 
per year) when averaged over 20 years, or 573 tC/ha over 20 years combined. This is 
about two and a half times the amount of carbon that is released from cutting down 
the average tropical rain forest (IPCC 2007, pp. 2.31, 4.49, 4.63) and more than the 305 
tC/ha reported for the maximum rain forest carbon stock in the same region by Proc-
tor et al. (1983). Also, peat emissions are ongoing rather than taking place immediately 

98 Calculated based on a review of Don, Schumacher, and Freibauer (2011); Luo, Wang, and Sun (2010); 
Takahashi et al. (2010); Guo and Gifford (2002); Murty et al. (2002); Davidson and Ackerman (1993).

99 Pan et al. (2011); Reich (2011); Malhi (2010); Myneni et al. (2001).
100 An invasive grass in Indonesia.
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after conversion. For a fairly typical three-meter-deep bog, emissions could continue 
for another 100 years afterward (Fargione et al. 2008).  

Peat soils can be particularly important in considering ILUC emissions from biodiesel 
production because peat degradation is strongly connected to palm oil expansion. A 
substantial proportion of oil palm in Indonesia and Malaysia is planted in peat. Indeed, 
the ICCT (Miettinen et al. 2012) demonstrates that the rate of conversion of peat to oil 
palm plantations has been accelerating steadily since 1990, while the Joint Research 
Centre (Edwards, Mulligan, and Marelli 2010) concurs with the ICCT that at least one-
third of palm expansion in the next decade can be expected to occur on peat. 

Most models, however, significantly underestimate peat emissions from oil palm expan-
sion. For instance, IFPRI’s 2011 analysis for the European Commission assumed peat 
emissions to be 55 metric tons of CO2 equivalent per hectare per year (Laborde 2011a, 
p. 50). The 2010 IFPRI analysis for the European Commission (Al-Riffai, Dimaranan, and 
Laborde 2010a) used a value of only about 19 tons of CO2 equivalent per hectare per 
year. Most other models have ignored peat entirely, although recent modeling by the 
EPA of ILUC from palm oil includes peat emissions in line with the ICCT’s findings (Page 
et al. 2011a). Laborde (2011a, p. 51) modeled peat emissions to account for one-third of 
all land use change emissions that would result from increased biofuel production. Had 
Laborde adopted what the ICCT considers the best estimate,101 total land use change 
emissions would have increased by about one-third, eliminating the modeled carbon 
benefit of European biofuels policy (Malins 2011a). The magnitude of this difference 
highlights the importance of peatlands in the land use change debate.

3.6.5. Emissions factors in the modeling of indirect land use change
The choice of emissions factors for different land types makes an enormous difference 
to the ILUC factors calculated by a given modeling exercise.  Assuming a few metric 
tons more carbon loss from the conversion of pasture could be the difference between 
making a biofuel look like a viable climate mitigation option and making it look worse 
than fossil fuels. 

The Joint Research Centre (Edwards, Mulligan, and Marelli 2010) gives an example of the 
importance of differentiating between land types. The GTAP (using emissions factors 
from the Woods Hole Oceanographic Institution database) and FAPRI (using GreenAg-
Sim for emissions factors) scenarios, compare the emissions derived from assuming a 
flat average of 40 tC/ha for all land (plus peat oxidation emissions) against the emis-
sions calculated by the models differentiating carbon stock by land type (Figure 3.13). 

101 95 tC/ha per year spread over 30 years (Page et al. 2011a).
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Figure 3.13. Comparing ILUC factors derived by assuming an average emissions factor for all land 
against differentiating by land type in the modelers own emissions calculations 

Source: Edwards, Mulligan, and Marelli (2010, p100, Figure 23)

For the GTAP scenarios, the flat average emission assumption is not that far from the 
results predicted by the modelers—the biggest difference is for Malaysian/Indonesian 
palm oil, where (slightly surprisingly) the use of Woods Hole Oceanographic Institution 
emissions factors by land type actually gives a lower ILUC factor by about 33 percent 
than the Joint Research Centre flat estimate. Part or all of this discrepancy must be 
because GTAP ignores peat emissions, which have been added to the JRC estimate 
based on an assumption by JRC that one-third of palm expansion occurs at the expense 
of peatlands. Also, the inability of GTAP to model unmanaged land effectively is likely 
to be particularly problematic for a region like Southeast Asia, where historically much 
palm expansion has occurred at the expense of unmanaged forestland. 

For FAPRI, the discrepancy is much larger, with the JRC number for wheat ethanol 
being nearly four times the number calculated with GreenAgSim, while the JRC value 
for rapeseed biodiesel is only half that reported using GreenAgSim. It is unclear exactly 
why there is such a difference between these outcomes. Presumably, such expansion as 
occurs in Europe would have a similar carbon footprint per hectare regardless of crop 
in GreenAgSim. It would follow that the model must be predicting that, in the biodiesel 
case, deforestation is taking place overseas (perhaps by expanding palm oil demand to 
replace vegetable oil in the EU food market and assuming that palm oil is a strong driver 
of deforestation). These differences show that the emissions factor assumptions are 
central to obtaining credible results. 

The Laborde (2011a) and Al-Riffai, Dimaranan, and Laborde (2010) MIRAGE modeling for 
the European Commission gives useful examples of how important even a single emis-
sions factor can be. Specifically, Al-Riffai and colleagues use an emissions factor for peat 
conversion of 19 metric tons of CO2 equivalent per hectare per year, whereas Laborde 
increases this to 55 tons. Even the latter is likely to be an underestimate, and Laborde 
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also provides a higher value of ILUC for palm biodiesel if the emissions factor of 105 tons 
of CO2 equivalent per hectare per year recommended by Page et al. (2011a) is used.102 
Figure 3.14 shows the difference in the ILUC factor for palm using each of these three 
emissions factors in the Laborde modeling. 
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Figure 3.14. Effect of using different peat decomposition emissions factors on the ILUC factors for 
palm biodiesel in MIRAGE modeling

For the palm biodiesel scenario, the peat decomposition emissions are so determinative 
that changing that single parameter from 19 to 106 metric tons of CO2 equivalent per 
hectare per year results in an increase in ILUC emissions of 260 percent. 

102  Laborde (2011a), p. 53, footnote 21. 
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4. ILUC ILLUSTRATIONS 

4.1. BIOFUEL VISIONS: ECONOMIC MODEL VERSUS MODEL OF 
BEST PRACTICE
One way to explore the importance of the six factors in determining the amount of 
indirect land use change is to use them as a frame to compare two very different visions 
of the land use impacts of biofuel policy. On the one hand, this chapter will consider 
the original ILUC modeling exercise by Searchinger et al. (2008).103 In this study using 
partial equilibrium economic modeling, demand causes price to rise, and the agricultural 
system responds in a way that eliminates any climate benefits from biofuel use. On the 
other hand, there is a description in Dale et al. (2010) of “Biofuels Done Right,” in which, 
rather than modeling ILUC, the authors outline a vision of how to structure biofuel 
production so that no ILUC emissions are necessary. Searchinger and colleagues con-
clude that ILUC renders biofuel policies ineffective, Dale and co-authors that ILUC can 
be avoided entirely, but the reasons they reach these conclusions can still be expressed 
in terms of the six factors. The comparison is detailed in Table 4.1. 

Table 4.1. Comparing the scenarios mapped out by Searchinger and Dale

Factor Assumption by Searchinger ASSUMPTION BY DALE

Elasticity of food 
demand to price

Food demand is elastic to price 
but not as much as supply is.

There is no need to eat less, 
as the demand can better be 
accommodated in other ways.

Elasticity of yield to 
price

Positive and negative yield 
effects cancel out.

Biofuel demand drives 
innovation in energy crop 
agronomy.

Crop choices
Crop choice responds to price, 
and farmers are somewhat 
resistant to change.

Farmers choose to grow high-
productivity energy crops.

Utilization of co-
products

Distillers grains are returned to 
the feed market, reducing net 
corn demand by about one-
third.

Co-products from energy crop 
production are used to feed 
livestock.

Elasticity of area to 
price

Land use globally responds to 
price pressures.

Area in the United States 
increases to meet demand, 
so no expansion is necessary 
elsewhere. 

Carbon stock of new 
land

This reflects historical patterns 
of land use change, including 
expansion into high-carbon 
areas.

Only low-carbon-stock land is 
brought into production—there 
is no expansion into high-carbon 
areas.

Conclusion:
ILUC wipes out the carbon 
savings of corn ethanol (108 
gCO2e/MJ).

The system can provide both 
food and fuel without ILUC 
emissions.

In these two visions of the biofuel economy, different expectations of how the six factors 
come into play make the difference between U.S. biofuels policy causing substantial net 
GHG emissions or enabling a massive expansion of bioenergy use with no ILUC at all. 

103 The 2008 paper by Searchinger et al. has been extensively discussed, both critiqued and defended, since 
its publication. For example, responses including a critical letter by Michael Wang and Zia Haq and the 
subsequent riposte by Timothy Searchinger are available from the Science website: http://www.sciencemag.
org/content/319/5867/1238.abstract 

http://www.sciencemag.org/content/319/5867/1238.abstract
http://www.sciencemag.org/content/319/5867/1238.abstract
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Part of the distinction is that the economic study assumes that all demand signals are 
transmitted through price and that decision-making is only as sustainability-conscious 
as it has been in the past (e.g., deforestation continues at the historical rate). In the 
Dale conception, on the other hand, some of the outcomes cannot be achieved by price 
signals alone—such as the specific targeting of biofuel production on low-carbon-stock 
land. Most (though not all) estimates of ILUC from corn since the Searchinger study 
have found lower values, and most analysts would agree that the policy choices and 
agricultural responses outlined by Dale are an idealized case (though there are some 
estimates whereby ILUC is even negative). Other models tend to come out quantitatively 
somewhere between the two, but in each case understanding the assumptions about 
the parameters they use would enhance the understanding of the quantitative results.  

4.2. ICCT SIMPLE MACROMODEL OF ILUC
In the real world, the six drivers of the magnitude of ILUC emissions consist of a myriad 
of individual microeconomic decisions about agricultural practices, what to eat, livestock 
diets, whether to clear land, and so forth, but at the macroscopic level one can think 
of them in terms of a few simple parameters. The overall price elasticity of yield, for 
instance, can be characterized by the response of yield to price for existing production 
and the yield achieved on land newly brought into production. 

What follows is a simple model of the workings of each contributor to determining 
overall land demand, a spreadsheet model characterized by macroscopic effects: the 
yield effects just mentioned, the overall elasticity of supply and of demand, the average 
carbon content of new land, etc. This model, called the “Not So Reduced Form ILUC 
Model” (NoSoRFIM) in reference to the Reduced Form ILUC Model of Plevin et al. (2010), 
is documented in Appendix C. It goes beyond the Plevin model by explicitly consider-
ing the influences on the overall land requirement, while the Plevin model has a single 
parameter for land demand. Using this model, one can map out the way in which the six 
determinants of ILUC emissions might interact in a given scenario. Model results will be 
presented for the case of corn ethanol. In that case, the central parameter values used 
in the model have been based on an assessment of the literature and calibrated to a 
corn ethanol pathway with an ILUC emissions intensity estimate of 30 grams of carbon 
dioxide equivalent per megajoule (gCO2e/MJ) when land use change emissions are 
spread over 30 years, matching the corn ethanol result in the California Air Resources 
Board’s Low Carbon Fuel Standard (LCFS) analysis. The following subsections provide 
a quantitative overview of the way that each factor affects the ILUC emissions likely to 
result from biofuel expansion.104 Bear in mind that some determinants that are important 
for corn may be less so for other feedstocks and vice versa. For instance, co-products 
would be much less important to palm oil biodiesel, while soil carbon accumulation 
might be a key question for perennial crops, and changes in food consumption might be 
less important when considering nonfood feedstocks. 

A model like this is useful for exploring the dynamics of ILUC. However, it is not of 
comparable complexity to a full economic model, and the values and ranges given 
should be treated only as illustrative—these results could not replace the outcomes of 
more sophisticated modeling. The reductions in expected ILUC emissions as each factor 
is considered are shown in Figure 4.1.  

104 Reflecting the illustrative purpose of this model, all interim ILUC factors are rounded to the nearest 5 gCO2e/
MJ, and percentage ILUC reductions are rounded to the nearest 5 percent. 
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Figure 4.1. Scenario for importance of factors in determining ILUC emissions related to U.S. 
corn ethanol

4.2.1. Starting point: Responses other than area not yet considered, 100 percent land 
use change

As a starting point for the illustration, consider what the ILUC emissions intensity 
associated with corn ethanol production would be if all of the biofuel feedstock came 
from converting new land, at average yields and carbon stocks. Setting the baseline this 
way (a sort of maximum, or at least near-maximum, case for the magnitude of land use 
change) allows quantification of the other determinants in terms of the ILUC emissions 
intensity avoided relative to the baseline. Of course, it would be possible to choose an 
alternative scenario as the baseline and tell the story in a different way, for instance, 
starting the model from an assumption that all the necessary feedstock was subtracted 
from food markets. Still, once all the determinants have been ‘activated,’ the result would 
come out the same. 

At a global average yield of 4 metric tons of corn per hectare, and assuming that on aver-
age 95 tons of carbon are lost per hectare following land conversion, the outcome would 
be an ILUC factor of 190 gCO2e/MJ, so high that there could never be carbon savings 
compared with fossil fuel. This is what would happen if the only response to increased 
demand for biofuels were to expand area—that is, if area elasticity to price were positive 
but both food demand elasticity to price and yield elasticity to price were zero. 

4.2.2. First factor: Food consumption falls, reducing ILUC by 30 percent
When prices increase, there is normally some response on the supply side (increasing 
agricultural production) but also a response on the demand side (people eat less, drink 
less, buy less new cotton clothing, etc.). It is assumed that the elasticity of demand is 
a bit lower than the elasticity of supply; still, the cutback in consumption reduces ILUC 
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emissions intensity by 30 percent, to 135 gCO2e/MJ. 

4.2.3. Second factor: Yields change, reducing ILUC by 15 percent
On the supply side, some feedstock is supplied by greater yields as farmers respond to 
higher prices by increasing productivity and some by increased area. Here, yield gives 
one-third of the supply response and area increase produces two-thirds. On the other 
side of the coin, the yields on new areas of land brought into production will typically 
be lower than existing average yields; it is assumed that they are 15 percent lower. The 
overall effect of yield changes is to reduce ILUC emissions intensity by 15 percent, to 115 
gCO2e/MJ. 

4.2.4. Third factor: Crop choices change, reducing ILUC by 40 percent
The ILUC calculated for 100 percent area change is based on a world average grain yield 
of 4 metric tons per hectare, but U.S. corn yields are much higher than this, 9 tons per 
hectare. It is assumed that a disproportionate fraction of the agricultural expansion will 
happen in the United States, so that the average yield for land where expansion actually 
occurs is 7 tons per hectare. Crop choices are also allowed to change throughout the ag-
ricultural system as prices adjust, with the assumption that this reduces overall demand 
for new land by 20 percent. Overall, ILUC emissions intensity is reduced to 70 gCO2e/MJ.

4.2.5. Fourth factor: Co-products reduce ILUC by 40 percent
The initial calculation ignores co-products. Nearly 40 percent of the edible content of 
corn grain is returned to animal feed markets as distillers grains. In the United States, 
distillers grains primarily displace feed corn on a one-to-one basis, so this effectively 
reduces feedstock demand and hence ILUC emissions intensity by 40 percent, to 40 
gCO2e/MJ. Here the operating assumption is that a metric ton of dried distillers grains 
(DDGS) replaces a ton of corn feed and that, because the DDGS largely go back into 
the corn market, there is none of the bonus that would be seen if a feed product with a 
higher land use impact than corn was being displaced. 

4.2.6. Fifth factor: Elasticity of area to price
In this illustration, the elasticity of area to price is already ‘turned on’ when the emissions 
were calculated assuming that all new production came from new land, so it cannot 
be switched on sequentially like the other factors. The important question is how area 
elasticity compares to the food consumption and yield elasticities. Area elasticity is 
therefore missing from Figure 4.1, but Figure 4.2 illustrates how reducing or increasing 
the area elasticity would affect the ILUC emissions. 

4.2.7. Sixth factor: Land expansion tends to avoid higher-carbon 
biomes, reducing ILUC by 30 percent
The baseline of 190 gCO2e/MJ of ILUC emissions intensity assumed that expansion 
affected land types more or less randomly. However, because it is anticipated that a 
disproportionate amount of land expansion will occur in the United States, and not for 
the most part in the highest-carbon biomes (i.e., farmers will tend to prefer grasslands 
over forests), the NoSoRFIM assumes that the carbon stock of land converted will 
be lower than for the global average land parcel. Specifically, the carbon stock of the 
average parcel of converted land is taken to be only 70 percent of the world average. By 
effectively curtailing the amount of deforestation associated with land expansion, ILUC 
emissions intensity is reduced to 30 gCO2e/MJ. 
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4.2.8. Relative importance and uncertainty in the factors
The preceding subsections piece together a narrative showing how it is possible at 
the macroscopic level for ILUC emissions from producing a given biofuel to come in 
much lower than would be expected if all the feedstock came from land conversion. 
Of course, in the real world, each of the determinants is a combination of thousands 
and even millions of individual decisions: farmers deciding to invest in new equipment, 
companies deciding to clear new areas from their land banks, smallholders choosing 
whether to clear forests or start cropping areas of pasture, and so forth. As well as 
providing an illustration of how each determinant affects ILUC, the NoSoRFIM can 
provide some indication of the importance of each and the uncertainty associated 
with that significance. In addition to the ‘central’ case just described, calibrated to the 
Air Resources Board’s ILUC estimate for corn, the model has constructed a best case 
and a worst case for the ILUC implications of varying each determinant—these are 
based on judgment and on parameter values reported in the literature. Again, bear in 
mind that this example is based on corn ethanol. If a different feedstock were being 
considered, the ranges and magnitudes could be quite different. Figure 4.2 shows 
the central (30 gCO2e/MJ), best, and worst cases for ILUC emissions intensity as 
each factor is changed, as well as what the emissions intensity estimate would be if it 
were eliminated (e.g., if there were no consideration of co-products or if one were to 
ignore the likelihood that when U.S. corn demand increases, land use change will be 
concentrated in the United States). The variation from best case to worst case reflects 
the importance of each determinant of ILUC emissions but also the level of variation in 
the treatment of each in existing models and studies. 
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Figure 4.2. Illustrative model of how assumptions for each parameter affect ILUC results for U.S. 
corn ethanol

Note: The emissions levels marked with blue bars for ‘fail to consider’ represent the ILUC emissions 
intensity expected if one were to eliminate a determinant. For instance, ignoring co-products would 
increase expected emissions intensity by more than 50 percent compared with the central estimate. 
Because in reality co-products are important and should be considered, this value actually falls 
outside the range of plausible values. 

The largest ranges are those for yield, crop switching, and carbon stock of new land 
(emissions factors). In the case of yields, this is a result of the literature presenting 
a wide range of positions. At the worst-case end, ILUC is high if one assumes that 
there is no direct response of yield to price and that yields on land at the margin of 
production (the new land used to supply extra feedstock) are much lower than aver-
age yields. At the best-case end, the yield response is as strong as the area elasticity 
response, and new land achieves average productivity. For emissions factors, the 
range illustrates how much difference it makes whether expansion affects high- or 
low-carbon ecosystems—in this case, eliminating the parameter means all land 
use change occurring with an average carbon cost. For crop switching, which has 
not been widely discussed in the literature, different models have assigned widely 
varying contributions to its effects. 

Where the ranges are narrower, this does not necessarily mean that these deter-
minants are less important. Food consumption reduction, for instance, is essential 
to reducing ILUC, but there is some degree of consensus in the literature to expect 
declining food consumption to supply between 20 percent and 50 percent of feed-
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stock (though there are modeling exercises that venture outside this range). The area 
elasticity has a relatively narrow range assigned to it, but, as noted earlier, this is an 
effect that runs in parallel to yield change and demand change—so if one were to vary 
the area elasticity at the same time as the others, a much wider range would ensue. 

These ranges serve as a valuable reminder that the outputs from an ILUC model are 
only as good as the inputs. Using a set of inputs skewed toward optimism would allow 
a very low (or even negative in some studies) ILUC factor to be reported, whereas 
using pessimistic parameters could make ILUC emissions look enormous. With 
the simplified model, combining all the worst-case assumptions produces an ILUC 
emissions intensity of nearly 3,000 gCO2e/MJ (this represents a scenario in which 
extensive land conversion occurs in forest ecosystems at low yields), while combining 
the best-case assumptions results in a credit (negative emissions intensity) of nearly 
30 gCO2e/MJ (whereby co-products allow land use change to be avoided). The fact 
that distinct assumptions give different answers should not be treated as surprising, 
nor should disagreement in the literature be understood as implying that ILUC is 
so uncertain that model results have no value. The lesson from this exercise is that 
only by understanding the assumptions that go into building that scenario involving 
global-scale responses to a biofuel mandate can one judge whether a model gives a 
reasonable estimate.

4.3. GTAP: COMPUTABLE GENERAL EQUILIBRIUM MODELING 
FOR U.S. CORN ETHANOL 
The ‘walk-through’ of ILUC given above is based on a spreadsheet model built 
around a six-factor understanding of the processes that mitigate ILUC. As a second 
illustration of how economic modeling can lay out a scenario for ILUC emissions, 
the next section of the chapter is devoted to a ‘decomposition’ (breakdown) into 
the various determinants of the results for ethanol from U.S. corn reported to the 
European Union’s Joint Research Centre (JRC) by the Global Trade Analysis Project 
(GTAP) modeling team at Purdue University.105 The decomposition is based on a 
modified version of the method reported by Witzke et al. (2010)—for more details 
see Appendix A. It is important to understand that different decomposition method-
ologies—for example, the GTAP approach of sequentially activating model features 
or the JRC (Edwards, Mulligan, and Marelli 2010) approach—will necessarily give 
slightly discrepant values for the various decomposed elements because they use 
different units and measure different things. 

105 In 2009, the JRC contracted with several economic modeling groups to run indirect land use change 
scenarios for a marginal increase in biofuel supply of 1 metric megaton of oil equivalent, and it is the results 
of this modeling for JRC that have been broken down here. The model version used for the JRC is essentially 
the same as the one used for California’s Air Resources Board, and the team was the same team that 
undertook the modeling for ARB’s Low Carbon Fuel Standard. 
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Figure 4.3. Effect of various factors on the emissions reported by GTAP for U.S. corn ethanol

Note: Because GTAP is usually referenced with regard to the California Low Carbon Fuel Standard, 
which uses a 30-year emissions amortization, a 30-year amortization has been used here. JRC 
(Edwards, Mulligan, and Marelli 2010) presented 20-year results.

The results of this decomposition are displayed graphically in Figure 4.3. The decom-
position starts in the leftmost column with emissions for ‘gross land use’—based on the 
emissions that would result if all production occurred at world average yield using an 
average emissions factor for the United States (this is slightly different from the use of 
a world average emissions factor in the NoSoRFIM above). As can be seen, if 100 per-
cent of the increase in biofuels demand were met in this way, through land expansion 
only, the emissions would be nearly 240 gCO2e/MJ—much greater than the potential 
savings from reduced fossil fuel use. However, once all the other determinants have 
been accounted for, GTAP predicts only 40 gCO2e/MJ on a European 20-year amorti-
zation. That is about 27 gCO2e/MJ on a 30-year amortization schedule as used in the 
United States (i.e., close to the LCFS regulatory value). Throughout this section, results 
are reported based on a 20-year amortization; all emissions intensities can be reduced 
by a third to give the equivalent 30-year amortized values. Subsequent references to 
results, predictions, and so forth from GTAP are based on the decomposition analysis 
as well as any data published by the GTAP modelers themselves. 

4.3.1. Elasticity of food demand to price
As feedstock prices increase, elastic consumption means that demand from the food 
and feed sector falls. GTAP predicts the largest single-country reductions in food 
and feed consumption to occur in the United States (see Figure 4.4). GTAP predicts 
‘sticky’ trade through the Armington framework (see section 3.3.2), so it is not 
entirely surprising that the strongest price effects, and hence consumption changes, 
may be felt in the same country/region where the increase in biofuel demand takes 
place, even though Americans are likely to have less elastic food demand than 
people in poorer countries. 
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Figure 4.4. ILUC avoided by demand for food and feed by region

Note: ILUC savings are described as negative values; ILUC emissions as positive values.

The demand reduction within the United States is significantly larger than for any other 
region, accounting for more than half of the total consumption reduction and cutting 
ILUC emissions intensity by 30 gCO2e/MJ. The consumption effects are less significant in 
the regions that one might most associate with food insecurity; there is certainly some 
degree of food vs. fuel conflict (see section 3.4) in the developing world, but in this 
modeling it is not a dominant effect. The next most affected regions after the United 
States are Africa and Latin America, both contributing ILUC reductions of about 5 
gCO2e/MJ. Overall, food and feed consumption reduction reduces gross expected ILUC 
emissions intensity by about 20 percent, slightly less than 50 gCO2e/MJ.

4.3.2. Elasticity of yield to price

4.3.2.a. Price-led yield increase
As discussed in section 3.2.3, GTAP models a strong response of yield to price, based 
on an own-price yield elasticity of 0.2 (Keeney and Hertel 2008). In the decomposition 
analysis, this effect is important, sparing 15 percent of gross ILUC emissions intensity, or 
about 35 gCO2e/MJ. About half of the yield benefit is experienced for corn, primarily in 
the United States. The rest is achieved mostly for oilseeds and other crops. The gross 
land demand is reduced by about 13 percent because of this effect. One can see that the 
balance between supply and demand response varies by region: in Africa, where there 
is a relatively strong demand response (reduction in food and feed consumption), there 
are only minor yield gains, while in Asia the yield gains account for almost twice as much 
ILUC saving as the consumption reduction. 

4.3.2.b. Extensive/marginal yield effects
Despite the relatively strong assumption (compared with other models) that yield on new 
land is only 0.66 times the regional average yield, extensive yield effects are not particu-
larly important in this GTAP scenario, resulting in only 2 gCO2e/MJ of ILUC savings overall. 
As noted in section 3.2.6.b, Keeney (2010) shows that the outcomes of GTAP modeling are 
sensitive to the ratio between the yield on new and average land, so this small effect must 
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hide the aggregate of several different aspects of the modeling that the decomposition is 
unable to break apart. In particular, there must be an ILUC ‘credit’ to cancel out the ILUC 
‘deficit’ from expanding onto lower-yielding new land—this credit is probably evidence 
that, although extension of cultivation happens at a lower than average yield for a given 
region and crop, that does not necessarily mean lower than average yield worldwide; that 
is, this value includes elements of crop switching and location choice. 

The difficulties in interpreting exactly why this effect appears so small for this scenario 
highlight the challenge of breaking down complex results, without being able to go into 
the models themselves and define additional output data specifically for the purpose. 

4.3.3. Crop choice 
The decomposition analysis defined the gross land demand for this scenario based on 
world average yields. This is different from Witzke et al. (2010), who used the average 
yield in the region where the biofuel demand occurred. Starting with the world average 
yield makes it possible to highlight the importance to the overall ILUC results of where 
crop expansion is predicted to occur. As expected given the use of the Armington elastici-
ties (section 3.3.2) and the fact that the United States is the world’s dominant producer 
of corn, GTAP predicts that the majority of coarse grains (grains other than wheat or rice) 
area expansion will indeed happen in the United States. Because U.S. corn yields are much 
higher than the global average, this concentration of production locally results in a large 
carbon saving—50 gCO2e/MJ thanks to the higher yield in the United States. There is 
also a saving within the U.S. from reducing net exports of various crops. This contributes 
a further saving of 35 gCO2e/MJ. These reduced exports/increased imports are seen not 
only in the corn market (which contributes a saving of 9 gCO2e/MJ) but in other markets 
like wheat, soy, and cotton. Overall, these crop location/switching effects save 85 gCO2e/
MJ in the United States (Figure 4.5).
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Figure 4.5. ILUC emissions intensity mitigated or aggravated by choice of crop locations and crop 
switching by region

Note: ILUC savings are described as negative values; ILUC emissions as positive values.
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To make up for reduced U.S. exports/increased U.S. imports, there is a production 
increase in other regions distributed across commodities. For instance, in Asia (Figure 
4.6), increasing exports and reducing imports results in increased land requirement and 
emissions for coarse grains, wheat, oilseeds and other crops (like cotton and tobacco), 
for a total of about 17 gCO2e/MJ additional ILUC emissions intensity. 
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Figure 4.6 ILUC caused by reduced imports to Asia/increased exports from Asia

Overall, the various interactions that contribute to crop location and switching reduce 
gross ILUC emissions by about 12 percent (see Figure 4.3), with the savings from 
concentrating corn expansion in the United States more than compensating for the land 
needed to replace reduced U.S. exports. 

4.3.4. Utilization of co-products 
GTAP deals with the possible substitution between different commodities that can be 
used as animal feed via a nest structure, in which commodities at each level can substi-
tute for each other directly. This is illustrated in Figure 4.7 (Golub 2010). 
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Figure 4.7. Distillers grains and meals in the GTAP product nest structure

At the lowest level of the nest, dried distillers grains (DDGS) sit next to coarse grains 
(primarily corn), while oil meal (vegetable oil by-product) sits in a nest alongside oil-
seeds. To understand better how GTAP allows distillers grains to enter the livestock feed 
market and affect the use of other feed commodities, it is instructive to work through 
what happens in the nest when the supply of DDGS increases. 

First, if supply of DDGS increases, then the price of DDGS will fall. DDGS is now more 
attractive to livestock owners as a feed, and it will therefore substitute for some of the 
commodity placed next to it in the nest, coarse grains. With less demand for coarse 
grains, the price of coarse grains will fall until a new equilibrium with DDGS prices is 
reached. With both coarse grains and DDGS trading at lower prices than before, the 
average price of the “DDGS–coarse grains” compound commodity at the next level of 
the nest will also fall. DDGS–coarse grains now represent a better deal for livestock 
producers compared with the oilseeds/vegetable oil by-product (OS-VOBP) compound 
commodity next to them. That compound commodity is made up of oilseeds and oil 
meals. Therefore, demand for DDGS–coarse grains will increase a little, and demand 
for oilseeds and oil meals will slacken—and the price of oilseeds and oil meals will both 
fall slightly. At the next level, the full “DDGS–coarse grains–OS VOBP” commodity has 
now been slightly reduced in price, so one would also expect to see some amount of 
substitution of them for other crops, “processed feed” and feed from livestock; however, 
note that the GTAP documentation makes it fairly clear that substitution at this level is 
minor compared with the substitution of DDGS for coarse grains at the bottom level of 
the nest. In the data available to Witzke et al. it is not possible to identify precisely the 
degree of substitution at the higher levels, so Figure 4.3 is based on assuming that only 
coarse grains are substituted by DDGS. Because this is the dominant substitution, it 
should affect the results only slightly. 

There are several ways in which the GTAP co-product substitution structure falls 
short of perfectly modeling the real feed sector. First, in the real feed sector, feeding 
decisions are made with a view to maintaining the nutritional composition of feed (see 
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section 3.4). DDGS contains energy and protein, as well as other nutritional compo-
nents, and this will affect the products it substitutes for. GTAP does not include any 
constraint to maintain the nutritional balance of the feed sector, so it may give out-
comes that are inconsistent with real-world practice. Because the primary substitution 
is for coarse grains (corn), GTAP is unlikely ever to predict oilseeds and meal as the 
dominant substituted ingredient. However, that is likely to be appropriate for the U.S. 
market, and the Joint Research Centre (Edwards, Mulligan, and Marelli 2010) writes, 
“As far as JRC-IE can tell, GTAP realistically models DDGS byproduct from ethanol in 
the U.S. It replaces both energy-feeds and some oilmeal feed.” 

In the decomposition illustrated in Figure 4.3, including co-products reduced the gross 
ILUC emissions by about 40 percent, a saving of nearly 95gCO2e/MJ. This is similar to 
the 46 percent reduction in land use requirement reported by GTAP and the result from 
the JRC’s own decomposition methodology (Edwards, Mulligan, and Marelli 2010). 

4.3.5. Overall area expansion
Overall, expansion of cultivated area only accounts for a fraction of the feedstock 
supply for the expanding biofuel market—the amount of area expansion predicted by 
GTAP for the U.S. corn scenario is just 14 percent, or 32 gCO2e/MJ, of the gross ILUC if 
the various factors discussed above are accounted for. Section 3.4 notes that the area 
expansion is partly determined by the constant elasticity of transformation (CET) func-
tions in GTAP (which calculate the ease with which land changes from one managed 
use to another). Still, area effects can also in some sense be considered a residual—the 
amount of feedstock still to be found after yield and consumption changes have been 
modeled.106 Figure 4.8 compares the overall magnitude of the different effects (the 
demand effect from reduced consumption and the two supply effects, yield and area 
expansion). Globally, the three are of a similar magnitude, with consumption reduction 
being largest, followed by area expansion, which causes slightly more ILUC emissions 
than yield increase saves. 

This hierarchy of effects can be gauged against the results presented by Roberts and 
Schlenker (2010) and Berry and Schlenker (2011), which were discussed in section 
3.2.3.107 The GTAP-modeled demand response is broadly comparable to the demand 
response that Roberts and Schlenker find in the econometric historical data, which is to 
say, between one-half and one-third of the overall response. The yield response, how-
ever, is much stronger in the modeling than in the historical data. The GTAP modelers 
would argue that the short-run (one-year) response captured by the historical analysis is 
inevitably underestimated and that the medium- to long-term elasticity of yield to price 
is much higher, justifying this result. As discussed above, however, this view of yields 
seems to be somewhat optimistic and only weakly supported by the literature. The yield 
response in this modeling may be stronger than one would expect in the real world and 
the area response may be weaker. In other words, on this point, the GTAP results can be 
seen as offering a lower bound for probable ILUC emissions. 

106 In fact, in the model all of these effects must be balanced alongside each other, so each is “co-residual” to 
the others as a new equilibrium is found. 

107 Note that while ILUC emissions scale to some extent with area, and area to some extent with tons of 
feedstock demand, the inclusion of regional yields and of emissions factors in the decomposition means that 
one should be cautious when directly comparing results in the units here (gCO2e/MJ) with results like those 
in Berry and Schlenker (2011). 
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Figure 4.8. Comparing the ILUC avoided and caused by the demand and supply responses 

4.3.6. Carbon stock of new land
The final contributor to ILUC emissions from this GTAP modeling is the selection of 
emissions factors (carbon stock) and the allocation of land use change between high-
carbon ecosystems (forest) and (relatively) low-carbon ecosystems (pasture). Using 
a set of regional average emissions factors taken from the literature, but ignoring the 
different land types GTAP allocates to conversion, one would find a total ILUC emissions 
intensity of 32 gCO2e/MJ from the land use change predicted by this GTAP scenario. 
This is somewhat below the emissions intensity estimated by GTAP itself for this run, of 
40 gCO2e/MJ. It is important to remember that GTAP’s emissions allocation model is 
more detailed than the one applied in the decomposition. GTAP’s associated emissions 
factor model explicitly accounts for the ratio of forest to pasture conversion, distin-
guishes agro-ecological zones, etc., all of which can help to explain the variance. The 
disparity in calculated emissions may also be attributable to differences in source data; 
the dataset GTAP used for this scenario (from the Woods Hole Oceanographic Institu-
tion) estimates higher-carbon stocks for some types of land cover than the dataset used 
in the decomposition—see Section 3.6.2 for more detail. Clearly, emissions factors and 
the determination of the type of land that has been converted play an important role in 
determining whether ILUC emissions are high or low. 
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5. CONCLUSIONS
Toward the beginning of this report, it was noted that if all of the feedstock for biofuels 
policy (European wheat for ethanol in the example in section 1.1.1) came from land ex-
pansion, then even if the land converted had relatively low carbon stocks, the emissions 
would likely still cancel out any carbon savings from reduced fossil fuel use.108 In order to 
be able to assert that a biofuel support policy will reduce carbon emissions, any biofuel 
advocate must be able to propose and justify a scenario in which biofuel feedstock 
demand is met either through cultivation of land that would otherwise have persistently 
low carbon stocks or else not just from new land but also through yield improvement 
and demand reduction. To put it another way, given that biofuel use does not reduce 
emissions from the tailpipes of vehicles, claims about environmental benefits must be 
based on identifying where in the global agricultural system net carbon sequestration 
will increase as a result of a biofuels policy.

Most often, commentators who believe that indirect land use change emissions from 
some or all biofuels are low109 (or that there is no competition with food) tend to point 
to one of the following responses: 

 » Yield increases;

 » Co-product utilization. 

In addition to these two factors, three further ways that ILUC emissions can be avoided 
or offset are identifiable:

 » Food consumption reduction; 

 » Expansion on land with very low carbon release on conversion; 

 » Crop switching, either replacing one crop type with another or shifting crops 
between regions.

This report has continually reminded the reader that one cannot consider any one of 
these responses on its own—the determinative question is whether other changes will 
outpace the expansion of cultivated land in response to higher prices, or whether the 
land expansion response will be the dominant one, or whether they are of comparable 
magnitude. If the elasticity of agricultural area to price is high compared with other 
possible responses, and some studies imply it is, then it will only be by carefully target-
ing land use choices rather than allowing them to be made by the market that ILUC can 
be kept to a level that retains greenhouse gas benefits from biofuel mandates.  

It is only by analyzing the expectations for each of these responses together—as has 
been done widely using economic modeling tools—that one can reasonably conclude 
that a biofuel policy is a good greenhouse gas mitigation policy.

108 One exception might be perennial crops, in cases where they could actually increase rather than reduce 
sequestration of soil carbon. 

109 In addition to the more considered positions, there are various simplistic arguments made that ILUC is 
nonexistent or negligible. The simplest is outright denial of the concept, while others are built around 
statistics that might seem prima facie incompatible with ILUC—an often-quoted example is that Amazon 
deforestation has decelerated since 2000 while biofuel production has increased. Such arguments often fail 
to pose the baseline question properly and conflate correlation with causation (in this case, the question is 
not whether deforestation rates are lower than in 2000 but whether they are lower than they would have 
been now without biofuel policies). There is also a common fallacy on both sides of the dialogue of treating 
ILUC as only a problem of faraway, ultra-high-carbon ecosystems like tropical rainforests. In fact, conversion 
of grasslands and even pastures still has carbon consequences.
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5.1. ELASTICITY OF FOOD DEMAND TO PRICE
‘Food versus fuel’ is arguably the most controversial aspect of the ongoing debate 
about the merits of biofuel policies. Nobody on any side of the discussion wants to 
achieve carbon reductions primarily by reducing the food consumption of people who 
are vulnerable to hunger. Supporters of biofuels have often denied that there will be any 
impact at all, while some critics of biofuels in the development community have invoked 
emotional imagery of malnourished multitudes. 

The basic economics of food versus fuel is clear: increases in demand on the scale 
represented by biofuels policies will cause food price increases, and price increases 
lead to diminished consumption. It seems fair to expect that the poor110 will dispropor-
tionately experience these impacts, but, even so, in absolute terms (metric tons) the 
bulk of reduced food consumption may well occur in the developed countries where 
the mandates are issued rather than in developing countries. In the literature on the 
2007/2008 food price spikes, there is broad consensus that biofuels were an important 
cause, though not necessarily a dominant one. Claims that biofuels were not involved 
are based either on misunderstanding of the facts or on a refusal to accept the available 
analysis. The modeling literature consistently predicts that food prices will rise as biofuel 
targets increase—and that the welfare losses because of this will be greater overall than 
any benefits to farmers and producers.111 Several studies predict that global expansion 
of biofuel demand will push tens of millions beneath the poverty line and will increase 
global inequality even when potential economic benefits are taken into account.  

The flip side of this competition between food and fuel is that as consumption falls, 
so does the demand for additional land for cultivation. The consumption demand 
response might reasonably range between 50 percent and 100 percent of the size of the 
combined supply response from land expansion and yield improvements. The results of 
economic modeling tend to be broadly consistent with that expectation. The combina-
tion of a large reduction in food consumption and a strong yield response (implying 
a weak land expansion response) could result in a slashing of net land demand by 75 
percent112—the sort of land savings that make low ILUC factors plausible. 

One key area for further research is the impact of biofuels policy on food price volatility 
and whether there are policy options available to moderate it. The dynamics of short-
term price changes are more complex than the underlying supply/demand balance that 
drives steadier trends, and it may well be that the largest impact on welfare of biofuels 
policies is not medium-term price increases but the amplification of short-term food 
crises. On the other hand, there may be opportunities, as discussed by Laborde (2011b), 
to use biofuels policy to damp price fluctuations, with positive implications for food 
security and welfare.  

110 As well as reduced nutritional intake, this will lead to welfare losses through reduced disposable income. 
111 Although several modelers (e.g., Laborde 2011a) conclude that these welfare losses are relatively minor 

compared with the scale of the global economy, Wiggins and Levy (2008) suggest that such losses could be 
compensated for by additional policy measures.

112 If the supply response were equal to the combined demand response (the top of the range in Roberts 
and Schlenker [2010]) and the yield response matched the area response (outside the range in Berry and 
Schlenker [2011] but potentially consistent with arguments that yield is more responsive than in the past). 
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5.2. ELASTICITY OF YIELD TO PRICE
Section 3.2 explored the response of agricultural yield to price and demand. It revealed 
that the literature documents the lack of any compelling evidence that, historically, 
yields have reacted strongly to price. As well, it found that analysis of the year-on-year 
response to price changes suggests on balance that agricultural area is more (and 
perhaps much more) responsive to price than yield is. There was evidence that yields on 
new land following expansion of cultivation were likely to be lower than on existing land, 
although the size of the difference is not yet clear. 

Nevertheless, a fairly robust yield response has been included in most economic model-
ing of ILUC, and it is generally assumed to provide an amount of feedstock comparable 
to the extra feedstock from land expansion. Given the assumptions about yield response 
compared with area response in models like the Global Trade Analysis Project (GTAP), 
the International Food Policy Research Institute’s Modeling International Relationships 
in Applied General Equilibrium (IFRPI-MIRAGE), and the Food and Agricultural Policy 
Research Institute (FAPRI), it seems unlikely that the yield response to biofuel policies is 
being underestimated; hence, criticism of the models for allegedly underestimating yield 
responses is probably not well founded.   

On a related note, there is a degree of consensus in the literature on agricultural yield, 
as well as on the proposition that public investment in agriculture is an important driver 
of yield improvement. Regardless of biofuels policy, it would be appropriate for govern-
ments to consider improving agricultural productivity through this type of direct invest-
ment rather than aiming to do it at two removes via the channel of biofuels-induced 
price increases. Despite the focus by some commentators on yield increase as a source 
of additional biofuel feedstock, yields are unlikely to increase so much in response to 
biofuel demand that they supply the bulk of the additional feedstock required. For 
ILUC emissions from biofuels policies to be low would require contributions from other 
sources; yields alone will not be enough.

Two questions about yield remain contentious in ILUC modeling, and achieving more 
clarity regarding them would be of great value in improving confidence in ILUC 
estimates. First, additional econometric and microeconomic research to explore the 
responsiveness of yield to prices would help pin down a narrower range for yield to price 
elasticities. Second, further work to measure directly yields being achieved by farms 
expanding at the margin of production, especially in the developed world, would help 
confirm, calibrate, or refute the approaches to estimating marginal yield currently used 
by the models. 

5.3. CO-PRODUCT UTILIZATION
There is no doubt that the availability of co-products reduces the requirement for new 
land for biofuels production. Ignoring this fact would result in a substantial overestimate 
of likely ILUC emissions. But the magnitude of the ILUC savings from co-products 
depends on expectations about interactions in the livestock feed market. 

For co-products used as animal feed, it seems generally likely that the demand for land 
will be reduced by roughly the proportion of the dry mass of a crop that ends up in 
co-products, so if one-third of the dry mass of corn goes into distillers grains, then the 
net demand for extra corn would be only two-thirds of the gross demand.
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For some feedstocks and co-products, however, there may be an additional credit to 
be had, if the co-product displaces a different crop that is more strongly linked to land 
use change emissions. The example of this that has been most explored is that of wheat 
distillers grains from European ethanol production cutting imports of Brazilian soy meal, 
with the notion that Brazilian soy is more closely tied to deforestation and land use 
change emissions than European wheat is. It is indeed likely that wheat distillers grains 
will displace some quantity of soy meal, and therefore insofar as there is evidence that 
soy cultivation aggravates deforestation, the argument has considerable merit. That said, 
there are complications that need to be considered. Some economic modeling suggests 
that, owing to other price effects, the net change in soy imports to Europe under a 
biofuel mandate may not be that large, and there may be a further layer of emissions 
consequences if soybean oil production drops and must be replaced by palm oil. Still, it 
certainly seems possible that this effect could reduce ILUC substantially for EU wheat 
ethanol, and such links should be considered when analyzing other crops.  

To date, the best data available on co-product use tend to be based on feed trials and 
study of linear programs designed for feed optimization. As the ethanol industries 
in the United States and the European Union mature, there are more and more data 
available on the actual utilization patterns of distillers grains and oil meal in livestock 
feed markets. It would be extremely valuable to investigate these market data to provide 
confirmation and calibration of predictions about feed displacement.   

5.4. CROP CHOICE
Crop location is important because some regions have much more efficient cropping 
systems than others. If U.S. corn ethanol growth caused expansion in the United States 
rather than in Africa, this would help minimize land use requirements. Whether biofuels 
expansion will happen in the same regions where the policies are introduced depends 
largely on how interconnected agricultural trade is (and how well increased U.S./EU de-
mand translates into higher world market prices). If markets are less tightly integrated, 
one might expect lower ILUC emissions. Conversely, if agricultural commodities are 
effectively part of a single world market, one might tend to expect higher ILUC emis-
sions (although, as always, this will depend on specific crop choices and the interaction 
with emissions factors).

Crop shifting is something potentially important based on the results of the economic 
ILUC models, yet it is not typically invoked by biofuel advocates as a source of ILUC 
reductions, and it is not included in causal descriptive modeling such as that done by 
the consultancy E4tech (2010). Crop shifting entails crop choices changing globally 
in a way that makes the system as a whole more efficient at sequestering carbon. For 
example, if high-yielding oilseeds replace lower-yielding oilseeds, one might ‘gain’ land 
at no carbon cost. This seems to be one of the effects that make the ILUC factors pre-
dicted by MIRAGE lower. It is important to ask whether there are any other implications 
of such crop shifting. For instance, another MIRAGE prediction points to a decrease in 
fruit and vegetable consumption (to be replaced by other food sources), which might be 
considered a negative outcome. 

While it seems plausible that there might be room for these sorts of efficiency gains 
in the agricultural system, crop-shifting effects have not been thoroughly discussed, 
or often even recognized, in the ILUC literature. It seems equally plausible that the 
models where crop shifting is important may be anticipating transitions that are 
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unrealistic for reasons not captured by the models: there are presumably good reasons 
why farmers would be growing lower-yielding crops. Such predictions ought to be 
carefully sense-checked before they are used as a basis for biofuels policies promising 
to deliver carbon savings. 

Crop switching is, to some extent, a catchall for a variety of choices available in the 
agricultural economy. Despite the importance of this set of outcomes in some of the 
ILUC models, crop choices have not been systematically investigated in order to validate 
the model results. Additional research to document thoroughly what various models 
actually predict and to compare those predictions with available real-world data would 
have great value in calibrating future model runs.  

5.5. ELASTICITY OF AREA TO PRICE
There would be no ILUC if agricultural area were not responsive to price and hence to 
demand. Unlike yield, where it has been difficult to find clear econometric evidence 
of a historical link to price, several studies have found strong evidence for changes in 
cultivated area. As many nations move away from government control of agriculture to 
market-led decision making, it seems plausible that cultivated area will be more respon-
sive to price movements and demand. Still, it is difficult to identify parameter values 
clearly for use in models. Al-Riffai, Dimaranan, and Laborde (2010b, p. 92) claimed that 
“there are no robust estimates from the econometric literature.” The models currently 
rely heavily on data from the developed world, which could introduce a bias into expec-
tations about area response, but it is unclear which way this bias would go. 

The most important question regarding area elasticity to price, though, is not its 
absolute parameter value but how it compares to yield and food demand elasticities. In 
ILUC modeling terms, it would be preferable to have all the price elasticities wrong in 
the same way, leading to a pronounced bias, than to have the food demand and yield 
elasticity calculated well but have the area elasticity off by an order of magnitude. 

Ensuring that the area elasticity is well calibrated against the other elasticities is a key 
task for modelers and remains an important area for further study. Additional research 
on how the elasticity of expansion compares for different land types would also be 
invaluable. Further work contrasting changes in cropped areas, grassland areas, and 
forest areas would be of great assistance to future modeling efforts. 

5.6. CARBON STOCK OF NEW LAND
Section 3.6 considered the carbon stock of newly cultivated land and the associated 
emissions factors. It showed that best estimates suggest that even categories of land 
often considered appropriate for biofuel expansion (such as low-biodiversity grasslands 
or abandoned agricultural land) contain large stocks of carbon relative to any potential 
carbon savings associated with expanding in those areas. On average, most ecosystems 
have increasing carbon sequestration year-on-year, so it is proper to consider the 
carbon cost of forgone sequestration in assessing the benefits of biofuel policies—this 
is especially true of abandoned agricultural lands in naturally heavily forested regions 
like Northern Europe. While there are opportunities to plant crops with high-carbon 
sequestration to replace ecosystems with low-carbon sequestration (a good example is 
the possibility of replacing degraded Imperata grassland in Indonesia with oil palms; use 
of perennial grasses as energy crops would also offer advantages), these are the excep-
tion rather than the rule. Section 3.6 also mentioned that there are some ecosystems 
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with extremely high carbon stocks, notably, peatlands in Malaysia and Indonesia but also 
rain forests, other forests, and wetlands elsewhere. Even a relatively small amount of 
expansion into these systems could cancel out the potential benefits of biofuels. 

Without specific measures to ensure that agricultural expansion across the entire sector 
is directed onto land that is not only economically but ecologically most suitable, the 
average carbon cost of land expansion for biofuel production is bound to be significant. 
The International Energy Agency (IEA 2011) recognizes that growth in biofuels cannot be 
sustainable unless land use change is more actively controlled. It recommends that the 
world “adopt an overall sustainable land-use management system that aims to ensure 
all agricultural and forestry land is comprehensively managed in a balanced manner 
to avoid negative indirect land-use change and support the wide range of demands in 
different sectors.” Such recommendations are, however, unlikely to be implemented any 
time in the near future.

One of the major recurring questions about land use emissions is whether there is 
a stock of low-carbon abandoned or fallow land that is being (and will continue to 
be) turned over to agriculture in response to biofuel demand. Tyner et al. (2010), for 
instance, introduce a “cropland pasture” category to the GTAP model and argue that this 
is likely to come under cultivation more readily than forested land. Further work review-
ing the historical evidence on the extent to which such expectations are justified would 
be instructive in resolving this ongoing issue in the modeling. 

5.7. IS THERE A CORRECT ANSWER?
This report has laid out an introduction to a broad field of study that covers questions 
from pig nutrition to agricultural economics to peat degradation. It has identified six 
key factors that determine ILUC emissions. Each of these represents a sum of choices 
being made every day by people all over the world: how much food to buy; whether to 
invest in a new tractor; which crops to plant; what to feed to the cows; whether to plant 
an extra field or leave it fallow; whether to protect or exploit forests. The effect of each 
of these determinants, whether in real life or in any given model, depends on a complex 
web of interactions. Modeling them requires many assumptions to be made, and the 
available data do not yet give clear answers for all parameters. 

As with any attempt to predict outcomes and pose counterfactuals, there are uncertain-
ties that can be resolved through additional evidence, but also some that cannot be 
‘solved’ because the future is always uncertain. As many commentators have noted, 
the uncertainty is not about whether ILUC happens. There will inevitably be some land 
use changes driven by biofuels policy, and these changes will surely have emissions 
consequences. The uncertainty is about what magnitude of atmospheric carbon benefits 
biofuels will deliver, indeed, whether they will deliver any carbon benefits at all. 

There are clearly several pathways to low ILUC emissions. Most will involve a combina-
tion of assumptions about vigorous yield growth in response to higher prices, standard 
to optimistic assumptions on food demand adjusting to accommodate biofuels feed-
stock supply, and assumptions that emissions factors will be toward the low end of the 
range—typically coupled with an added ILUC credit from co-products or crop shifting 
or both. There are also clearly many scenarios in which the cultivated land expansion 
response causes enough ILUC emissions either to eliminate or severely reduce any CO2 
benefits from biofuel mandates. In the context of the European ILUC discussion (Marelli, 
Mulligan, and Edwards 2011; Malins 2011a), caution was given that, if ILUC emissions are 
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not dealt with, biofuels policies are likely to be an exceedingly expensive way to deal 
with climate change, in terms of dollars or euros per metric ton of carbon dioxide abate-
ment (if they deliver any benefit at all). It seems unlikely that taxpayers and consumers 
will indefinitely support policies that represent a substantial wealth transfer from them 
to agricultural producers and biofuel processors, unless they can be given confidence 
that the policies are delivering the promised benefits at a reasonable cost.

Recognizing the importance of ILUC casts a question mark over the carbon savings 
that have previously been assumed for biofuels and makes them less attractive as a 
policy option to mitigate climate change. Nevertheless, there is a positive side to the 
results of ILUC modeling because ‘reverse-engineering’ the logic of ILUC points to 
opportunities to reduce emissions from biofuels and from agriculture in general. As 
in the best-case scenarios presented in section 4.1, it is possible to direct a strategy 
whereby ILUC can be avoided through crop switching, co-product utilization, and low 
emissions factors. The paper “Biofuels Done Right” by Dale et al. (2010) shows (for the 
case of the U.S. corn ethanol mandate) that if the response to biofuel demand could 
be limited to the United States only, with beneficial crop switching, cultivated area 
expansion targeted onto idle land with relatively low-carbon stocks, and the introduc-
tion of innovations in livestock nutrition to allow cellulosic biofuel co-products to be 
used as feed, then a large-scale U.S. biofuels industry could be possible without major 
ILUC emissions or impacts on food production. Market-based biofuel mandates alone 
would not be enough to make this scenario happen. As Dale and colleagues point out, 
“Multiple drivers would be required to actually produce these changes.” Even so, there 
is an opportunity for policymakers to work with the farming industry to introduce a 
new generation of more sophisticated regulatory guidance to help allow this positive 
model of development to unfold. 

The existing generation of models and results provides a basis on which to build intel-
ligent policies, informed by uncertainty rather than confounded by it. The U.S. Environ-
mental Protection Agency and California’s Air Resources Board have already contended 
with ILUC by quantifying and regulating it, using FAPRI-FASOM and GTAP respectively. 
These models give the agencies an evidentiary basis to judge which biofuel pathways 
are most likely to help reduce net carbon emissions. The incorporation of ILUC into 
these regulations has provided a clear opportunity in the market for biofuels that do not 
consume more land and has given an added impetus to the development of fuels from 
wastes, cellulose, algae, and so forth. In Europe, the European Commission has used 
MIRAGE to model ILUC, and various European institutions aim to agree on an approach 
to deal with land use change during the coming year. This could include ILUC factors 
calculated in a manner similar to the California system, and it seems likely to involve 
capping the amount of food-based biofuels eligible for government support. In each 
of these jurisdictions, policymakers will need to respond as new evidence emerges and 
as the world changes in unpredictable ways (imagine the impact on land use change 
expectations of a global treaty on deforestation). 

One limitation of ILUC factors as a basis to identify preferred biofuel pathways is that in 
some cases low ILUC emissions may be correlated with larger impacts on food markets. 
In the worst case, ILUC factors could systematically favor feedstocks that have the 
highest potential to harm social welfare. Given the chronic problems of food insecurity 
and malnutrition in the developing world, it is appropriate to act with caution when it 
comes to policies that intervene on this scale in food markets. One approach mooted by 
the Air Resources Board would be to disallow credit in ILUC calculations for reduction 
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in food consumption, effectively a carbon penalty proportional to the effect a biofuel is 
expected to have on food supplies. 

An alternative to reliance on ILUC factors would be to design policies explicitly targeted 
to encourage the types of agricultural practice that could reduce or avoid these risks. A 
focus on avoiding ILUC was recommended by the UK government’s Gallagher Review 
(UK RFA 2008), and recognized approaches to bypassing ILUC would be to concentrate 
more heavily on wastes and residues;113 to look for opportunities for ‘additionality of 
production’114 as in the Responsible Cultivation Areas system developed by Ecofys 
(2009); to pursue the development of nonland resources like algae; and to adopt 
agricultural models that utilize degraded, marginal, or otherwise underutilized and 
low-carbon land. 

In response to the broad consensus that biofuels both raise food prices and heighten 
price volatility, there have been calls for biofuels support to be modified, moderated, or 
abandoned (e.g., FAO et al. 2011). If those calls are to be taken seriously without aban-
doning the hoped-for benefits from biofuels, it might be appropriate to transition from 
the ambitious volume targets in place for existing models of production, toward a more 
cautious and narrower set of measures designed to foster investment in new, low-ILUC, 
welfare-positive production models. Measures that allow farmers to generate additional 
value for residues and to develop profitable cropping systems on land unsuited to 
traditional crops might enhance rural development without the negative welfare impact 
that has been tied to the current raft of policies. 

There are good biofuels, but there is a burden of proof on both government and 
industry to provide convincing evidence that biofuel mandates as a policy intervention 
can be reasonably expected to deliver the carbon savings that are claimed for them. 
For the current generation of biofuels, this evidence has to include ILUC modeling, and 
the evidence on ILUC is compelling that indiscriminate biofuel mandates are unlikely 
to realize carbon reduction policy objectives. More broadly, this assessment suggests 
that a change is warranted in international conventions for biofuel carbon accounting. 
For example, the Kyoto Protocol and the European Emissions Trading System treat 
biofuels as ‘carbon neutral.’ Unless both direct and indirect emissions are recognized, 
the incentives offered to biofuels climate policies will not be properly aligned to the 
benefits on offer.  

113 Some wastes are more truly discarded than others. For wastes or residues that already have uses in the 
economy, it may be unproductive in net carbon terms to divert supplies to biofuel production.

114 In the Ecofys methodology, production is considered additional if it would not have occurred without 
investment directly linked to biofuel production. 
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APPENDIX A. THE REVISED WITZKE DECOMPOSITION
The basic decomposition proposed by Witzke et al. (2010) is  

 
∆nri∆lri
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= –+  (1)

where l is land use, n is change in net trade, and y is yield, with 0 and 1 indexing 

baseline and increased biofuels scenario respectively, while i and r index commodities 

and regions respectively. Demand, dT , includes both biofuels and other alimentary 

needs (food and fodder), so one can split it further into dri = Bri + dri
T  , where Bri  is 

biofuel feedstock demand and dir is other demand, to give  
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By introducing a conversion matrix αri (defined only for the initial, 0 , yield state), one 
can transform local yield into average global yield for a commodity through the relation  
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=  (3)

in which yri
0
 is the global average yield for commodity i .  αri  is the ratio of local to 

global average yield, that is, αri > 1 is a below-average yield, and αri > 1 is an above-

average yield. Multiplying both sides of Equation 2 by  αri  gives  
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for which the left-hand side can be renamed in this way

  αri ∆lri  = ∆(αri lri) = αri lri – αri lri = ∆Lri 
01

 (5)

where ∆lir  is the change in the land use required at initial global average yield. The 
right-hand side of Equation 4 is now a decomposition between increased biofuel use, 
change in non-biofuel-related feedstock consumption, net trade, and change related to 
yield variation, becoming  
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.
 (6)

In general, it should be possible to identify the tonnage of by-products produced 

because of increased biofuel production in each model, where ∆bpri is the increase in 

the substitution of commodity i in region r by biofuel by-products. Either the model will 
explicitly produce this number, or it can be calculated/estimated as  

 Σri∆bpri = Σrf βrf ∆Brf  (7)
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where β is the ratio of metric tons of by-product to tons of biofuel produced, and ƒ 
indexes the feedstock from which the biofuel is produced (since the feedstock replaced 
is not necessarily the same as the one demanded for production). Where scenarios deal 
with biofuel from only one feedstock, and if by-product output ratios are assumed to be 

geographically constant, β will be a single number rather than a tensor.

It is mathematically possible to equate the sums in equation 7 but potentially more 
challenging to determine exactly which feedstocks are being replaced by by-products. 
Providing, however, that it is possible to assign either exact or approximate substitution 

ratios φ of the fraction of by-product from a biofuel feedstock ƒ that will replace a 

commodity i in a region r,  

 βrf ∆Brf 

∆bpri
ƒ

φri  = ƒ
 (8)

it will be possible to allocate exactly or approximately by-product replacement to 
specific commodities  

 
ƒ∆bpri  = Σφri βrf ∆Brf  . (9)

Once a value has been set for bpri , domestic demand change can be further broken 
down into demand change due to availability of by-products as replacement commodi-
ties  and demand change due to reduced food consumption (‘real’ demand change, 

∆cri)  
∆dri = ∆cri – ∆bpri . This gives 
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Part of the change in land demand can be understood as being a result of regional 
productivity variation (which can also be referred to as area switching)—the extensifica-
tion/intensification resulting from locating additional production in region with a higher 
or lower than global average yield. One approach to evaluating the amount of land 
saved or required because of crop switching would be defining a change in production 

attributable to area switching, S 

 Sri  = ∆lri  – ∆Lri = ∆lri (1- 
0Yi

0Yri )  (11)

One can also express S more lengthily as a function of the land requirements for the 
other elements at either local or global average yields  

 Sri =( 0Yi
0yri

∆Bri + ∆cri – ∆bpri + ∆nri + lri∆yri
1∆Bri + ∆cri – ∆bpri + ∆nri + lri∆yri

1

– )
. (12)

Including this term gives a full regional decomposition for the actual area change within 
a specified region  
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Now consider the global outcomes of the decomposition. For the sake of simplifying the 

notation, for each variable v in the set of variables {B, c, bp, n} , subsequent equations

 shall denote 
∆vriΣri Yri

  as ∆v , Σri Yi

lri∆yri
1

 as ∆y , ΣriSri  as S, Σri∆Lri as ∆L , and

 
 
Σri∆lri  as ∆l . This then gives, across all commodities and regions at world average

 yield, an overall decomposition  

 ∆L = ∆B + ∆c – ∆bp + ∆n – l1∆y, (14)

 which can be transformed to actual overall land use change as  

 ∆l = ∆B + ∆c – ∆bp – l1∆y + S. (15)

In this final formulation, ∆l is the total land use change, ∆B is the land required to meet 

biofuel demand, ∆c is the land conserved by changes in global consumption of food, 

fodder, etc., ∆bp is the reduction in land requirement from using by-products, ∆n  goes 

to zero by hypothesis (as, globally, net trade must be zero), l1∆y is the change in land 
requirement attributable to demand-induced intensification/extensification within each 

region, and S represents the land required or saved because additional production takes 
place at lower or higher than global average yield.
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APPENDIX B. DOCUMENTATION FOR 
EMISSION FACTORS APPLIED TO THE WITZKE 
DECOMPOSITION

B.1. SOIL CARBON
Soil carbon stocks were taken from the International Institute for Applied Systems 
Analysis’s Harmonized World Soil Database (http://www.iiasa.ac.at/Research/LUC/
External-World-soil-database/HTML/HWSD_Data.html?sb=4), which provides soil 
carbon concentrations in the top 30 cm layer for more than 16,000 soil mapping 
units globally. Biomes from the World Wildlife Fund (WWF) Terrestrial Ecoregions 
Map (http://www.worldwildlife.org/science/data/item6373.html) were then mapped 
onto the world soil map. Average soil carbon stocks for each biome within each 
country were calculated. The Witzke decomposition regions were combined 
with the Searchinger regions (Searchinger et al. 2008) to create subregions. For 
instance, within Europe, the Witzke regions are ‘EU27’ and ‘Other Europe,’ while the 
Searchinger regions are ‘Europe’ and ‘Former Soviet Union;’ the subregions are then 
‘EU27-Europe,’ ‘Other Europe–Europe,’ and ‘Other Europe–Former Soviet Union.’ Soil 
carbon stocks within each biome were aggregated for these subregions by taking the 
weighted average by land area. The land extension coefficients given in Searchinger 
et al. were then applied to each biome and subregion. The soil carbon stocks were 
multiplied by the land extension coefficients and then summed within each subregion 
for a total soil carbon emission factor per subregion. Subregion soil carbon stocks 
were then aggregated into Witzke regions by taking the weighted average by land 
area. Regional emission factors were created by multiplying regional soil carbon 
stocks by 0.25. The worldwide emission factor was created by taking the weighted 
average of all regional soil carbon stocks by regional area. The ‘Rest of World’ emis-
sion factor was created by taking the weighted average of all regional soil carbon 
stocks, excluding the United States and the EU27, by regional area.

B.2. VEGETATION CARBON

B.2.1. Vegetation emissions
Data were taken from the Intergovernmental Panel on Climate Change 2006 Tier 1 
default values (IPCC 2006a; 2006b; 2006c); these included aboveground live biomass 
(metric tons of dry matter per hectare), aboveground forest growth (tons of dry matter 
per hectare per year), root-to-shoot ratio (tons of dry matter per hectare), and dead lit-
ter (tons of carbon per hectare), each parameter given by climate and ecological system. 
Aboveground dry biomass stocks were multiplied by (1 + root-to-shoot ratio) to account 
for belowground vegetation biomass. Total live biomass per hectare was multiplied by 
0.47 to convert to carbon per hectare. Dead litter carbon (C) stocks were added to live 
vegetation C stocks for total vegetation C per hectare. Total C for forest systems was 
multiplied by 0.9 for developed regions (United States, Europe, Pacific Developed) and 
by 0.96 for developing regions (all other regions) to calculate C emissions, accounting 
for harvested wood products (Searle and Malins 2011). The resulting total C emissions 
per climate/ecological system were assigned to subregions (as described above for soil 
C). The land extension coefficients from Searchinger et al. (2008) were then applied 
to each climate/ecological system for each subregion. Total C emissions were summed 
across each climate/ecological system for each subregion. Subregions were then ag-
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gregated to Witzke regions as described above for soil carbon. Worldwide and Rest of 
World emissions factors were calculated as above for soil carbon.

B.2.2. Vegetation sequestration
Vegetation growth was calculated by multiplying the aboveground forest growth values 
from the IPCC Tier 1 default values by (1 + root-to-shoot ratio) to account for below-
ground vegetation growth. The same land extension coefficients used for emissions 
were also used for sequestration; thus, it is assumed that forest regrowth (conversion of 
cropland to forestland) is most likely to occur in areas experiencing forest-to-cropland 
conversion. This is a simplified assumption but is relatively reasonable considering that 
all cropland, whether new or reverting to forest, likely occurs in the same accessible, 
arable areas. Total C sequestration was summed across each climate/ecological system 
for each subregion. Subregions were then aggregated to Witzke regions as described 
above for soil carbon.

B.3. ABANDONED AGRICULTURAL LAND

B.3.1. Location of abandoned agricultural land in Europe
Agricultural land in Europe has steadily declined over the past few decades; this basic 
analysis relies on the Food and Agricultural Organization (FAO) database on harvested 
acres and the assumption that no extensification has occurred in Europe since wide-
spread agricultural abandonment began. This is likely to oversimplify the reality of a 
dynamic agricultural landscape, but since the effect could be either to over- or underes-
timate the age of agricultural land depending on case, it is to be hoped that it does not 
introduce any large systematic error. 

Harvested acres data were downloaded from the FAO’s FAOSTAT database from 1961 
to 2010 for all available countries in Europe. Turkey, Cyprus, and Russia were excluded 
because those countries exhibited patterns of abandonment dissimilar to the rest of 
Europe. The year in which steady agricultural abandonment began was identified for 
each country. Total harvested acres in 2010 were subtracted from total harvested acres 
in the starting year for each country to calculate the total area of abandoned agricultural 
land in each country in 2010.

B.3.2. Age of abandoned agricultural land
An age was assigned to the land abandoned in each year for each country. For example, 
if there were 750 hectares (ha) of land under cultivation in Iceland in 1979 and 725 ha 
in 1980, 25 ha of land were assumed to be abandoned for 30 years by 2010. However, if 
total cultivated area increased in a subsequent year, that area was assumed to be taken 
from the previously abandoned land, so if cultivated area was 730 ha in 1981, then only 
20 ha were assumed to be abandoned for 30 years by 2010. A weighted average of age 
(by area) was calculated for the abandoned land for each country. Two years were then 
added to bring the age to the present (2012). Average ages ranged from 5 (Greece) to 
39 (Netherlands), with an average of 23.7 years over all of Europe. These ages may be a 
slight underestimate because the data only go back to 1961, but literature review shows 
that this is about the time widespread agricultural abandonment began.

B.3.3. Carbon stocks on abandoned agricultural land
It was assumed that the distribution of abandoned agricultural land in Europe falls along 
the same biome distribution as in the WWF Terrestrial Ecoregions Map (referenced 
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above)—this is a rough approximation. The resulting distribution of biomes among 
abandoned agricultural land in this analysis was 3 percent boreal forest, 29 percent 
Mediterranean forest/scrub, 52 percent temperate broadleaf/mixed forest, 7 percent 
temperate conifer forest, 8 percent temperate grassland/savanna, and 0 percent tundra. 

Vegetation growth since abandonment was calculated by multiplying forgone sequestra-
tion (see the above description) by the average age of abandoned land in each country. 
It was assumed that for countries with an average age of abandoned land greater than 
20 years, any loss in soil organic carbon (SOC) that would have occurred with cultiva-
tion had been regained and that this gain would be lost again with recultivation. Twenty 
years was a somewhat arbitrary time estimate but was considered conservative based 
on the findings in a review paper (Don, Schumacher, and Freibauer 2011) that SOC 
was completely restored in seven years following abandonment in tropical agricultural 
systems. For countries with an average age of abandonment of less than 20 years, the 
SOC restoration was assumed to be proportional to age. Future forgone sequestration 
for vegetation was calculated as detailed in the emission factors above and for SOC 
was assumed to be the remainder of SOC restoration for countries with average aban-
donment ages less than 20 years. Vegetation, soil, and forgone sequestration carbon 
estimates were summed.
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APPENDIX C. THE ICCT SIMPLE MACRO-MODEL OF 
ILUC (NOSORFIM)
The ICCT’s ‘Not So Reduced Form ILUC Model’ (refer to Plevin et al. 2010 for the 
“Reduced Form ILUC Model”) provides an illustrative estimation of indirect land use 
change based on 15 parameters. These are designed to emulate macroeconomic 
behavior in a way that reflects more complex partial or general equilibrium models. The 
15 parameters are as follows:  

 » EL —The carbon emissions one would expect on conversion of the ‘average’ piece 
of land in the world to agriculture. This value is informed by data from IPCC and 
the Woods Hole Oceanographic Institution. The central estimate is 95 metric tons 
of carbon per hectare (tC/ha), with a worst case of 120 tC/ha and a best case of 70 
tC/ha. This parameter captures uncertainty around the carbon lost on conversion of 
land in general. The distribution is characterized as normal.

 » Cyield —The fraction of input feedstock returned to the feed market as co-
products. The co-product yields vary by feedstock and are based on data used 
in the European Union’s Renewable Energy Directive. The distribution is currently 
characterized as beta-PERT, as it is assumed that very high or low values are 
physically implausible for this parameter.

 » Cfeed —The feed efficiency of co-products. This is a characterization of the 
nutritional value to animals of the co-product divided by the nutritional value 
of the feedstock product (so a value > 1 implies that 1 metric ton of co-product 
would displace more than 1 ton of the feedstock in the feed market). The central 
value is set as one, with a lower bound of 0.8 and upper bound of 1.2. The central 
value is based on Klasing’s (2012) and Hazzledine et al.’s (2011) work for the 
ICCT, the upper value on the Arora, Wu, and Wang study (2008) for the U.S. 
Department of Energy’s Argonne National Laboratory, and the lower value is 
symmetric with the upper value. The distribution is currently characterized as 
Beta-PERT, as it is assumed that very high or low values are physically implausible 
for this parameter.

 » Cland —The land carbon efficiency of co-products. This reflects the possibility 
that, by displacing a product other than the input feedstock, the co-product may 
deliver more or less carbon saving than if the net effect were to reduce total 
demand for the input feedstock. It is more or less the carbon saving actually 
achieved by the co-product divided by the carbon saving from displacing only 
the input feedstock. The central value varies by feedstock, with a log-normal 
distribution to reflect the possible long right tail of displacing very carbon-
intensive products. 

 » σD —Elasticity of demand. This is the fractional change in demand that would be 
expected from a 100 percent change in price. The central value is set to 0.06 based 
on Roberts and Schlenker (2010). The distribution is set as normal, with a standard 
deviation of 0.025.

 » σS —Elasticity of supply. This is the fractional change in supply that would be 
expected from a 100 percent change in price. The central value is set to 0.1 based 
on Roberts and Schlenker (2010). The distribution is set as normal, with a standard 
deviation of 0.04.
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 » RY:A —Ratio of yield to area elasticity. The ratio of yield response to price to area 
response to price, so a ratio of 0 means there would be no yield response. The 
central value is set to 0.25 based on Berry and Schlenker (2011). The distribution is 
log-normal, as the value could be no lower than 0, but in extreme cases, where yield 
response is dominant, the ratio could be very high.

 » RM —Ratio of marginal to typical yield. This is feedstock specific, which assumes 
that the prevailing marginal yield behavior for a feedstock will be the behavior in 
the dominant producer region (e.g., sugarcane is given a marginal yield parameter 
of 0.9 to characterize the developing world, while wheat has a ratio of 0.85 for the 
developed world). The distribution is a reversed log-normal, with a firm maximum set 
at 1 (based on the argument that it is implausible that new land will be systematically 
higher yielding than existing land). These are based broadly on Keeney (2010), with a 
worst case from Edwards, Mulligan, and Marelli (2010).

 » RY —Ratio of typical feedstock yield to the actual yield achieved by the average 
crop that expands. This represents the possibility that for various reasons expansion 
could favor either lower or higher than average yield areas and crops (e.g., if 
sorghum for ethanol were largely replaced by U.S. corn, this would represent a 
higher yield than a typical U.S. sorghum yield). The central value is set to 1, with 
a log-normal distribution currently located at 0.75. The central value has been 
compared with outputs from MIRAGE.

 » FCS —Fraction of land saved by general systemic efficiency improvements. This 
allows for adjustment across the agricultural system to improve productivity, beyond 
price-induced yield change and the yields of the crops that actually expand—for 
instance, if higher-yielding crops displace lower-yielding crops. This may have food 
quality implications, but those are not characterized. The central estimate is 0.15 
(i.e., a 15 percent reduction in net land use change thanks to systemic efficiency 
gains). The distribution is log-normal located at 1, and the central value is informed 
by MIRAGE modeling and an unpublished Edwards et al. analysis of food quality 
implications.

 » REF —Ratio of emissions factors on land where expansion occurs to world average. 
This characterizes the possibility that expansion will systematically target lower 
or higher than average carbon stock land types. This is feedstock specific, but 
generally it is assumed that expansion will be low carbon. The distribution is log-
normal, allowing for particularly high emissions when very high-carbon land types are 
targeted. The values are informed by several previous modeling exercises.

 » LP —Fraction of expansion affecting peat. This varies by feedstock based on the 
values in MIRAGE modeling for the EU. The parameter is log-normal.

 » EP —Peat emissions per hectare per year. The central value of 95 metric tons of 
carbon dioxide equivalent per hectare per year is based on Page et al. (2011a). 
Distribution is normal, with a standard deviation of 15.

 » Locexp —Location of crop expansion. This modifies the central estimate for the yield 
on expansion acreage from a typical yield for the crop category (cereals, sugars, 
oilseeds) to the local average yield for the input feedstock. Zero is the worldwide 
category average, 1 the local typical yield.
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The mean values for log-normal distributions are calculated assuming that central values 
reflect the median.

The indirect land use change for each feedstock is calculated from these parameters as 
follows. First, the gross feedstock demand in metric tons of feedstock per ton of biofuel 
demand is calculated 

 
Fgross = 1

YBiofuel  (1)

for which the implied baseline ILUC emissions are calculated assuming the entire ad-
ditional supply of feedstock is supplied by area expansion at a worldwide typical yield at 
world average land carbon 

 
IFinitial = 

Lgross44 EL

YfeedstockYEnergy12 TA

 x 1,000,000 
 (2)

where TA  is the amortization period in years, 
 
YEnergy is the energy yield from the biofuel 

in megajoules per metric ton, YBiofuel is the yield of biofuel from feedstock in metric tons 

per hectare, Yfeedstock is the feedstock yield in metric ton per hectare per year, 44/12 

converts C to CO2 , and 1,000,000 converts from tons to grams of carbon.

The net feedstock demand is first adjusted to account for co-products. 

 F->co-product = Fgross (1– CyieldCfeed)  (3)

Then, the feedstock supplied by demand reduction is removed, to leave only the 
supply response. 

 Fsupply = F->co-product ES + ED 

ES

  (4)

From this, one can remove the fraction of feedstock delivered by systemic efficiency 
improvements from crop switching. 

 Fnet = F-> supply (1–FCS)   (5)

The net feedstock demand is then converted to net land demand at the average yield for 
the given feedstock. 

 L->efficiencies = Yfeed

Fnet
   (6)

Next, an adjustment is made to account for the difference between the average feed-
stock yield and the average yield actually achieved when the cultivated area expands 

 Lexpandingcrops = L->efficiencies RY (7)
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followed by an accounting for the difference between average and marginal yield. 

 
LexpandingcropsLnet = RM

 (8)

From the net land demand, the ILUC in metric tons of CO2 per ton of biofuel if all expan-
sion occurs at world average land (soil) carbon is calculated 

 
EL 44

12
Iaverageland = Lnet

TA
 (9)

and then the actual typical carbon content of the land used for expansion is taken into 
account 

 Iactualland = Iaverageland REF  (10)

before peat emissions are added and organic soil emissions for the equivalent area removed 

 Iincl.peat = Iactualland + (EP–10
REF 44

12TA
)FP Lnet  (11)

where mineral soils are assumed to average 10 tC/ha.

Next, a co-product carbon credit is added if the co-product is more carbon efficient 
than the feedstock 

 I–>co-productcredit = Iincl.peat – 
2Fgross (IS + Iincl.peat)
(Fgross – F–>co-products) (Cland – 1) (12)

where IS is some characterization of ‘normal’ ILUC emissions in metric tons of CO2e per 
ton of fuel, here set to 1 ton per ton. This term allows the co-product credit to be scaled 
down for a parameter set that gives low ILUC while allowing that the ILUC emissions of 
the displaced product may not scale with the ILUC emissions of the input feedstock.

The ILUC emissions per metric ton of biofuel are finally converted to the more typical 
unit of grams per megajoule. 

 IF = 1,000,000 YE

I–>co-productcredit
 (13)
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